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Abstract—Most of today’s ADASs rely on the data of local perception sensors. With the introduction of Vehicle-to-X (V2X) communication, the perception range of next generation vehicles will be extended even further. In addition to the introduction of local perception sensors in Veins, we present ArteryLTE, a holistic simulation environment for using the vehicle position data from the microscopic traffic simulator SUMO in combination with ETSI ITS G5 and LTE enabled vehicles, as well as a backend. We use the proposed simulation framework to present preliminary results for detecting lane-level traffic phenomena.

I. INTRODUCTION

Until a few years ago, simulations within the field of automotive research have been focusing on very specific problems regarding the development of components of vehicles. For the analysis of parameters regarding the powertrain, for example, dedicated simulation tools that provide very detailed models of Internal Combustion (IC) engines are used. Engineers focusing on the development of the chassis use different types of simulation tools in order to determine the stresses and forces acting on the vehicle’s structural elements during operation. These approaches have in common that they can be simulated and analyzed separately as their interactions can be somewhat simplified. However, these simulation models always try to model the behavior of a single vehicle or components within the vehicle with respect to external influences. When it comes to the simulation of actively intervening Advanced Driver Assistance System (ADAS) such as an Adaptive Cruise Control (ACC), at least one more vehicle within the vicinity of the simulated vehicle needs to be taken into account.

New assistance systems under development today will be based on V2X communication and will gain major momentum within the next years. As outlined above, most of today’s tools for the development of ADASs are unable of providing a framework for the analysis of communication-enabled assistance systems. Next to the already existing factors influencing the working principle of today’s ADASs, V2X enabled ADASs are also affected by the properties of the employed communication technologies. Therefore, the development of ADASs also advances into the area of different communication technologies. As a consequence, new development tools are required that provide both, the option of simulating the Inter-Vehicle Communication (IVC) as well as the ADAS applications.

With the option of actively exchanging messages between vehicles, cooperation between road participants may be realized. Therefore, ADASs based on V2X communication do not only have a value for the customer, but may also improve traffic flows. Hence, the simulation framework needs to provide the option to analyze both: the interaction of the algorithms on the vehicles on a sub-microscopic level, i.e., on the vehicle level, as well as on the microscopic level to analyze their effect on the traffic efficiency.

This paper focuses on the realization of a holistic simulation framework capable of simulating different communication technologies as well as realizing different implementations of ADAS applications. Section II provides a short overview of the related work regarding simulation tools and their applications. Furthermore, the section introduces our contribution towards the consolidation of different simulation approaches within a common framework, with a strong focus on the integration of local perception sensors. In Section III we also present a particular application of our work, by introducing a backend to our simulation framework. Section IV summarizes our future research.

II. SIMULATION FRAMEWORK

As described in Section I we propose a holistic simulation framework called ArteryLTE which is capable of simulating ADAS applications and IVC networks on both, the sub-microscopic and microscopic level.

A. Microscopic vehicular network simulation

Depending on the research question, either the network between the vehicles has to be simulated—therefore taking into account that the applications running on the vehicles are not considered—or, in the other case, the focus lies on the simulation of the ADAS application, therefore neglecting the inter-vehicle network. Regardless of the research question, the inherent simplifications make it challenging to analyze their mutual effects. On the one hand, in the case of the stand-alone network simulation, the movement of the network nodes may be random or based on recorded traces without the option of changing the movement patterns due to the interaction of an ADAS application. On the other hand, when developing a novel ADAS application, the limitations of the inter-vehicle network may not be considered. A summary regarding the possible approaches of combining both requirements is provided by Sommer et al. [1].

One approach for joining both perspectives is proposed by the popular open-source Vehicles in Network Simulation (Veins) framework [2] for which several extensions are publicly
available. The Veins project\(^1\) introduces the combination of the dedicated network simulator OMNeT++ with the dedicated traffic simulator Simulation of Urban Mobility (SUMO). Veins implements SUMO’s control protocol Traffic Command Interface (TraCI) in OMNeT++ and therefore realizes the online import and manipulation of the vehicles simulated by SUMO through functionalities implemented in OMNeT++. What is more, Veins also provides an implementation of the US Wireless Access in Vehicular Environments (WAVE) Dedicated Short Range Communication (DSRC) communication stack based on IEEE 802.11p.

### B. ADAS application development

Riebl et al. [3] present an extension for the Veins framework, called Artery\(^2\), which focuses on the implementation of applications (so-called Artery services) for the vehicles within the simulation. The modular architecture of Artery enables heterogeneous vehicle capabilities, by dynamically configuring both, the penetration rate of a communication technology as well as the applications the vehicles are capable of. Furthermore, Artery introduces Vanetza, an implementation of the European Telecommunications Standards Institute (ETSI) Intelligent Transport System (ITS) G5 protocol stack alongside the WAVE stack provided by Veins. As part of this extension, Artery also includes a service for disseminating Cooperative Awareness (CA) messages according to the standard [4].

### C. LTE support

One project, focusing on the introduction of another communication technology, is VeinsLTE [5]. The extension introduces the capability of heterogeneous communication technologies on mobile network nodes. Next to Veins’ original WAVE stack, VeinsLTE employs SimuLTE [6], a complete representation of an Long Term Evolution (LTE) stack within OMNeT++. VeinsLTE, however, lacks the option of simulating a different set of applications per vehicle as well as the ETSI ITS G5 protocol stack for direct V2X communication. As part of our research, we combined Artery and VeinsLTE, therefore circumventing these shortcomings. Instead of the decision maker provided by VeinsLTE, Artery’s middleware is extended by the option of choosing either the ITS G5 or the LTE stack for communication. Upon message generation, the Artery services provide information to the middleware in order to choose the appropriate communication technology. We named the combination of Artery’s flexible application layer and the LTE communication stack ArteryLTE, which will be publicly available\(^3\).

### D. Backend Support

As we intend to embed a backend service into our simulation, a static network node is introduced to the network which is connected to the eNodeB of the LTE network. The overall architecture of our simulation framework is depicted in Figure 1. Located within the presented cell of the eNodeB are two vehicles 1 and 2 which are equipped with both, an LTE and an ITS G5 stack. The location and dynamic status of the vehicles are extracted from SUMO via the TraCI protocol. Each vehicle can be provided with different Artery services A, B or C. The Artery middleware on the vehicles is responsible for selecting the appropriate communication stack. When transmitting data via LTE to the backend of an Original Equipment Manufacturer (OEM), a Transfer Control Protocol (TCP) connection between the eNodeB and the backend is used.

### E. Local perception sensors

When developing novel ADAS applications based on V2X communication, the key difference to today’s applications is the vehicle’s capability of perceiving objects that are located outside of the perception range of its local perception sensors. However, the information received by V2X communication can be enriched by fusing these information with the data obtained by the vehicle’s local perception sensors. Moreover, locally perceived objects may be shared with other vehicles, to provide a more detailed description of the vehicles’ environment, as introduced by Günther et al. [7].

The basis for the local perception system within Artery is the Global Environment Model (GEM), which acts as a global database for all objects within the simulation and therefore resembles a map of all objects within the simulation on a global scale. Whenever a node is introduced, a Global Environment Model Object (GEMO) is added to that database. A GEMO mainly consists of the pointer to the mobility model of the vehicle within the simulation as well as some further information required to describe the object, such as its geometric dimensions, attachment points for local perception sensors as well as a list of vehicles that have knowledge about that particular GEMO. Whenever a vehicle changes its dynamic properties due to a new simulation step from SUMO, the corresponding GEMO is also updated. The GEM acts as the backbone to the perception system within the simulation. The determination of the presence of an object within the perception range of a sensor is performed by the GEM.

Whereas only one instance of the GEM exists within the simulation, every vehicle equipped with a local perception

---

1. [http://veins.car2x.org/](http://veins.car2x.org/)
2. [https://github.com/riebl/artery](https://github.com/riebl/artery)
3. [https://github.com/br-cm/artery-lite](https://github.com/br-cm/artery-lite)
sensor creates its own instance of a Local Environment Model (LEM), as depicted in Figure 2. As every vehicle maintains its own LEM, it acts as a database for all objects that are known to the specific vehicle only. The LEM is part of the Facilities offered by the Artery framework and can therefore be accessed by any Artery service. Whenever a measurement is performed by the sensor, the objects within its perception range are added as Local Environment Model Objects (LEMOs) to the database within the LEM, as depicted in Figure 2 for vehicles a and e. In analogy to the GEMO, each LEMO also knows about the pointer to the mobility model that belongs to the observed vehicle. Whenever a vehicle is first measured by a perception sensor, i.e., the vehicle has not been sensed by the measuring vehicle before, a new LEMO is created for that vehicle.

Next to the pointer to the mobility model of the described vehicle, the LEMO also consists of several circular buffers, each assigned to a perception sensor of a vehicle, as depicted in Figure 2. The buffers are responsible for storing the measurements of a perception sensor to the observed vehicle at the time of measurement. This feature allows for the creation of a history of measurements for a LEMO, whereas the length of the history, i.e., the number of measurements stored for each object, is variable. The history for each object may be used by a vehicle in order to transmit aggregated information to an OEM backend via an LTE connection.

Every LEMO within the LEM database exists for a limited amount of time only. Whenever the vehicle has not been perceived again by any sensor of the perceiving vehicle within this limited amount of time, it is removed from the LEM. This allows for the continued consideration of vehicles within the algorithms of Artery services, even if the observed vehicle temporarily is not within any line-of-sight of the sensor, i.e., when obstructed by a crossing vehicle. Each sensor is defined as a separate class, by deriving from a base sensor class. The base class provides virtual functions which have to be defined by the sensor according to its properties, such as the variables that can be measured by the sensor. A radio detection and ranging (radar) sensor, for example, will return the relative velocity and distance to the observed object, whereas a camera will also return the orientation of the observed object as well as its geometric dimensions.

### III. Simulation Results

As an example application for the proposed ArteryLTE framework, we run a high-resolution telemetry service on the backend in order to detect lane-level traffic phenomena.

#### A. Setup

The vehicles in the simulation can be equipped to either communicate (a) with a backend via LTE, (b) with other vehicles via ETSI ITS G5, or (c) both. Vehicles of Type (a) send their dynamic state (i.e., their current position, speed, etc.) with a given frequency $f_{lte}$ to the OEM backend only. Type (b) vehicles broadcast CA messages according to the generation rules specified in the standard [4] and therefore represent those vehicles from other OEMs. Just like the vehicles of Type (a), Type (c) vehicles, in addition to broadcasting CA messages, also send a status update to the OEM backend at a rate of $f_{lte}$. In addition to their own dynamic state, the status updates include an aggregation of all received CA messages of all V2X vehicles in their vicinity since their last communication attempt with the backend.

To achieve a higher than lane-level resolution of local traffic phenomena, every lane is subdivided into lane sections of 50 m each. As each vehicle should at least report its status once per section, the minimum update frequency should be $f_{lte} = 1/0.6 \text{ Hz}$, due to a nominal speed limit of 50 km/h. As the driver imperfection in the simulation might lead to vehicles exceeding the speed limit, they alternatively report their status every 50 m.

In our simulations, we aim to determine the required market penetration rates of LTE and ITS G5 communication technologies to achieve a sufficient accuracy in the description of the current traffic situation estimated on an OEM’s backend. For this purpose, we conducted two simulation stages and performed the analysis from the perspective of a backend:

**Stage 1**: The purpose of this stage is to establish the minimum required market penetration rate of the LTE backend communication in order to enable the envisioned service. We conducted 16 simulation runs, varying the penetration rates $p_{oem}$ for the vehicles equipped with the LTE backend communication capabilities according to extrapolated market penetration rates of the Volkswagen (VW) group. Hence, the backend will only receive information transmitted by vehicles of the VW group.

**Stage 2**: In order to determine the additional impact of Vehicle-to-Vehicle (V2V) communication, the second stage adds Type (b) vehicles according to the assumed total market penetration rate $p_{total}$. These vehicles transmit CA messages within their local communication range. Consequently, the VW group vehicles are now of Type (c) and therefore transmit the collected CA messages to the OEM’s backend as well. This causes a virtual increase of the number of vehicle positions in the backend, therefore yielding a larger database for estimating the current traffic situation.
B. Data Analysis

To assess the accuracy of the telemetry service, we opted for the occupancy of lane sections as a relevant evaluation metric. The occupancy of a section $s$ is defined as the overall space occupied by vehicles on $s$ relative to the length of $s$, $o_{\text{backend}}$ is based on the positions of vehicles reported to the backend by OEM vehicles (Type (a) or Type (c)). $o_{\text{TraCI}}$ is based on the actual position of every vehicle as obtained via TraCI. As $o_{\text{TraCI}}$ represents the ground truth, we determine the error $\Delta o$ of the telemetry service as the difference between the two values: $\Delta o = o_{\text{TraCI}} - o_{\text{backend}}$

C. Findings

Figure 3 shows the distribution of the occupancy error $\Delta o$ for increasing market penetration rates $p_{\text{OEM}}$ (Figure 3a) and $p_{\text{total}}$ (Figure 3b). Figure 3a shows that with an increasing market penetration rate $p_{\text{OEM}}$ of Type (a) vehicles, the occupancy error $\Delta o$ decreases. However, it becomes clear that with the OEM’s maximum penetration rate $p_{\text{OEM}} = 38.1\%$ (achieved by the end of 2031), $\Delta o$ is not significantly lower than at the time of market introduction in the year 2018. Even with a (very large) theoretical market share of $p_{\text{OEM}} = 75\%$ a median occupancy error $\Delta o$ of about 20\% occurs. This shows that using the fleet-data from one OEM alone will not be sufficient for realizing the envisioned telemetry service.

Figure 3b shows the leverage of introducing V2V communication. An OEM market share of $p_{\text{OEM}} = 38.1\%$ now corresponds to a total V2V market penetration of $p_{\text{total}} = 95.8\%$. As shown in Figure 3a, increasing $p_{\text{OEM}}$ alone has no significant impact on the occupancy error $\Delta o$. However, under the assumption of a parallel introduction of V2V technology to the market, the potential for a high-resolution Floating Car Data (FCD) aggregation can be fully leveraged.

IV. Next Steps

As part of this paper, we gave an overview of the existing approaches for combining network simulation and traffic simulation for the purpose of analyzing V2X communication based ADAS applications. Additionally, we present ArteryLTE, a holistic simulation environment for using the vehicle position data from the microscopic traffic simulator SUMO in combination with ETSI ITS G5 and LTE enabled vehicles based on Veins. As an extension to the framework, we focus on the sustainable introduction of local perception sensors for the vehicles—a feature not yet existing within the Veins community. Preliminary simulation results show the effectiveness of a dual simulation stack within the vehicles with respect to future backend applications. Our future work will focus on employing the local perception sensors to enrich the database on the OEM’s backend.

REFERENCES

Using Searchable Encryption to Protect Privacy in Connected Cars

Matthias Matousek, Christoph Bösch and Frank Kargl
Institute of Distributed Systems
Ulm University
{matthias.matousek, christoph.boesch, frank.kargl}@uni-ulm.de

Abstract—Providing vehicles with extended connectivity introduces new opportunities for services, and also security applications such as misbehavior detection. However, for many applications, personal data needs to be processed by the system providers, which impairs the privacy of the vehicle users. While focusing our research on new possibilities of connected car security, we follow privacy by design principles. We explore the utilisation of various privacy-enhancing technologies (PET) in order to provide advanced connected car applications, while preserving the personal data of the vehicle users. Specifically, we aim to develop practical schemes that utilise Searchable Encryption to provide a framework for secure and privacy-preserving connected car applications.

I. INTRODUCTION

Connected cars are a growing topic for car manufacturers. Most automotive brands now offer services that provide control or information querying of vehicles via web interface or smartphone app. As soon as a specific vehicle is paired with a user account, the owner can use services such as the localisation of his car, querying information like travelled distance or gas usage, and even remote control some functions such as heating or unlocking and locking doors.

As the trend of connected cars leads to more and more data about vehicles being saved and processed in back end systems, the security of these systems needs to be considered. Additional connectivity and services may increase the attack surface of modern vehicles, but it also increases the potential for detection and prevention of misbehavior and malfunction. Thus, our research focuses on new methods to utilize connected car data in order to perform misbehavior detection and security event management on a fleet-bases.

While security monitoring systems for connected cars are a promising approach, it also raises the question of user privacy. For such a security system, large amounts of personal data need to be processed. A personal vehicle often accompanies its users wherever these travel, thereby collecting large amounts of information on their whereabouts, behaviour, and possibly even lifestyle.

Research has shown that having access to specific car data allows adversaries to deduce further information, such as identifying behaviour or the identity of the corresponding individuals.

Thus, the privacy of car users requires protection. The users' trust in a provider or vendor should not be violated. Further, even when the manufacturer shows only good intentions, data should also be secure when it is leaked due to circumstances such as hacking attacks on the provider back end. Moreover, legal subpoenas that require businesses to hand over their users’ data, as well as other attempts to access private data such as surveillance programs, unsettle customers. The usage of a vehicle often accurately reflects its owners’ behavior, and thus the generated data needs to be protected.

II. USER PRIVACY THROUGH SEARCHABLE ENCRYPTION

Searchable Encryption (SE) [1] is a promising technology in an approach to provide fine-grained access control for encrypted data. The idea of SE is to enable search algorithms to work on ciphertexts without the need of prior decryption, and without even the need to have knowledge of the corresponding secret key.

A. Searchable Encryption

Generally, two approaches for SE schemes exist. One approach is to use a specialised encryption scheme that allows the ciphertext to be searched directly (e.g. Song et al. [2]). Index-based schemes, however, have better search performance and allow for arbitrary encryption ciphers. Thus, we focus on the latter approach.

While the client (the entity that generates and encrypts the data) is always able to access his data, he can also generate a so-called trapdoor to enable another party to perform a search on the encrypted index. The trapdoor is bound to the specific keyword that it was created for. Thus, the client can limit access to particular data.

In general, a SE scheme consists of the following four algorithms:

- \( K_C(\lambda) \): This algorithm is run by the client \( C \), takes a security parameter \( \lambda \) as input, and outputs a secret key \( K_C \).
- \( I(K_C, D) \): This algorithm is run by the client \( C \), takes a key \( K_C \) and data items \( D \) as input, and outputs an encrypted index \( I \), which allows to search \( D \) for specific keywords (using a trapdoor).
- \( T_s(K_C, s) \): This algorithm is run by the client \( C \), takes a key \( K_C \) and a search keyword \( s \) as input, and outputs a trapdoor \( T_s \).
- \( X(T_s, I) \): This algorithm takes a trapdoor \( T_s \) for search keyword \( s \) and an encrypted index \( I \) as input, and outputs
the query result $X$. This might be a handle to the (encrypted) data entry or the data item itself.

In the vehicular context, data that is generated and collected within a vehicle should be sent to and stored on e.g. a back end server or shared with third-party providers. In order to protect it from unauthorized access, all data is encrypted before it leaves the car. Using SE, the user may generate trapdoors that allows the back end provider to access specific data, and thus to process it without breaching the users’ privacy. Similarly, SE can be utilised to manage access for several parties, thereby allowing third-party services.

Depending on the use case scenario, the server requires more or less access to data. In some cases it might suffice to learn whether a given keyword is present in the ciphertext. Often, however, additional knowledge is required. Different SE schemes can provide further access. Schemes that allow for range queries can be used for data that is within certain limits [3], and decryptable SE can even give the trapdoor-holder the ability to access the plaintext of the search result [4].

**B. Application Scenarios**

Many applications could benefit from the privacy protection that can be achieved with SE, while at the same time being able to function normally.

Pay-as-you-drive insurance policies (PAYD) are a recent trend that bases the costs of an insurance policy on driving behavior. It has the potential to be a fairer alternative to traditional blanket coverage, but introduces severe privacy issues. SE could be used to ensure that only necessary data is accessed. E.g. range queries could be employed to determine whether acceleration regularly exceeds a certain threshold, or the vehicle is driven at night time.

Connected car services and the security of connected vehicles are our primary interest for the application of SE. Similarly to the PAYD scenario, other services could be limited to their required data with SE schemes. We are specifically interested in determining whether SE can be used to enable a back-end-located misbehavior detection that is privacy-preserving.

**C. Discussion**

For applications within connected vehicles other cryptographic primitives could be thought of, that might be applicable to the presented use cases. This raises the question whether SE is better suited.

Secure multi-party computation has the goal to let several parties compute functions, while keeping their respective input data private [5]. While this is fitting for the envisioned use cases, it would require frequent collaboration of the vehicle with the back end servers. This is impractical for vehicles in deployment. The back end needs to handle potentially large amounts of data quickly. It thus cannot rely on communication with all the vehicles, which might not even be reachable all the time.

Functional Encryption (FE) is a related technique that can be used to perform computations on encrypted data and gain access to the computed result in cleartext without requiring the secret key to the ciphertext [6]. However, most implementations of FE only achieve low performance. SE is currently superior in this regard.

While SE is relatively efficient in regard to computing complexity, it has several limitations. It remains to be evaluated whether it applies to all of our use cases, and whether it is flexible enough to be used in the automotive context that constantly progresses and introduces new applications.

**III. Conclusion and Future Work**

We proposed the application of Searchable Encryption (SE) in order to provide fine-grained access control to vehicular data of connected cars. Due to its good performance, it is suited to provide privacy protection even in scenarios where large amounts of data are processed. In addition to merely identifying present keywords in a ciphertext, SE can also provide further access to the encrypted data—such as ranges of numeric values, or even the cleartext of search results.

Future work will consist of the identification of the required data processing capabilities, and whether SE can be applied to the given scenarios. We are specifically interested in performing misbehavior detection over an entire fleet in the back end.

In addition to the assessment of suitable schemes, we are planning to implement a novel protocol for privacy-preserving data sharing using SE in the automotive context. A subsequent evaluation of the system is expected to provide us with insights on its usability, applicability and performance.

The eventual goal is to provide a framework that allows for data sharing with strong privacy protection for different applications.
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Abstract—Modern vehicles contain a complex network of computer systems, which makes security considerations a necessary part of the design process. Due to a vehicle's long deployment phase, static security solutions become obsolete and ineffective over time. Research has mostly focused on how to improve security in vehicles, however, not addressing the need to keep security solutions effective during the entire lifetime of a vehicle. In order to address the changing environment there is a need to create strategies for architectural components, security mechanisms, and update processes that together enable the evolution of the security mechanisms themselves. Our approach is to analyze security mechanisms for how they can fail and what this means from a security evolution perspective. Based on this analysis we can then create solutions in order to evolve deployed security mechanisms over time.

I. INTRODUCTION

Vehicles have evolved into complex computer systems containing up to 100 different Electronic Control Units (ECUs) of which many are interconnected. These ECUs provide functionality for different types of tasks that have different requirements, e.g. low latency or high bandwidth. As a result, the internal network infrastructure in vehicles has evolved to contain several different bus systems that provide different properties for different use cases. In addition, modern automobiles also provide wireless and wired interfaces to the outside world including Bluetooth, WLAN, cellular networking, on-board diagnostic ports (OBDs), USB, and many more. These technologies enable useful services and functionalities, but on the other hand also create new attack surfaces for potential attackers. Especially the wireless interfaces to the outside world open up possibilities for remote attacks.

With these new attack surfaces, it is consensus that security mechanisms are an important aspect to add to the on-board infrastructure, and literature knows a vast number of possibilities on how to enhance automotive security (e.g. [1], [2]). However, automotive security is challenged by the very long life cycles of vehicles and also by their safety requirements, which mandate a conservative approach to making changes to deployed vehicles. Thus, for every modification it needs to be ensured that no regressions or flaws are introduced into the safety-critical components, similar to other safety-critical fields such as industrial control systems (ICS) [3]. This conservative approach to automotive IT systems engineering conflicts with the typical approach in IT security, where security mechanisms age, need to be enhanced or replaced, and fast reaction to new attacks is required.

This contradiction is what we address in our work on security evolution. Within this work we have split our aims into two separate categories:

1) the identification and categorization of security mechanisms and problems in an automotive systems' life cycle, and

2) the proposal of flexible ways for security mechanisms and architectures to evolve during the life cycle of a vehicle in order to always maintain the required level of security.

The process of security evolution needs to keep security mechanisms in a vehicle updateable and secure at all layers, from hardware to software, and also involves external components, such as public key infrastructures (PKIs). In this paper we present a categorization of domains that security evolution needs to address.

The remainder of this paper is structured as follows: Section II gives a brief overview of security in modern vehicles, Section III categorizes security mechanisms and potential failures, and finally Section IV concludes this paper.

II. SECURITY IN MODERN VEHICLES

Security in vehicles can be categorized into on-board security and V2X communication security (vehicle-to-vehicle and vehicle-to-infrastructure). This work is applicable to both categories, as it focuses on security systems, mechanisms, and components deployed inside a vehicle, which are used to secure the entire infrastructure, i.e. both on-board and V2X security.

ECUs in modern vehicles can be categorized into powertrain, chassis, body and comfort, and driver assistance and safety. As part of the comfort category, a vehicle can contain systems for infotainment (e.g. navigation systems and radio) and telematics units, which are connected to backend servers via a cellular network (e.g. GM’s OnStar). Future extensions may introduce other V2X capabilities such as vehicular ad hoc networks (VANETs), for example using dedicated short range radio communication (DSRC) for cooperative safety applications.

The infotainment, telematics, and in general V2X systems provide attack surfaces for remote attacks. Especially telematics units have been targeted by previous work to gain access to the on-board vehicular system via cellular communication [4], [5], [6] and thus allowing the attacker to remain at a safe distance.

On the other hand, the on-board system provides an attack surface for controlling various aspects of the vehicle, including
safety-critical functionalities, such as the brakes and throttle. Attacks have focused on the ability to extract arbitrary data from ECUs by reading their memory and flashing ECUs with malicious code. Attacks have also exploited the ability to replay messages and arbitrarily spoof messages on the CAN bus [6], [7].

As VANETs are not yet deployed, there are no real attacks, but research and development has addressed security (and privacy) from the start. The IEEE 1609.2 standard [8] specifies the use of a PKI in order to equip vehicles with certificates that allow to sign messages between the communicating partners in order to ensure integrity.

In order to protect against malicious modifications of ECU software and unauthorized spoofing of messages, the most important aspects of security for on-board vehicular systems is to provide integrity, authentication, authorization, and availability. Therefore, research has proposed how to secure in-vehicle networks, both in securing the network itself, such as CAN, and in creating a secure architecture for on-board systems [9], [10].

In summary, while risk levels may differ substantially depending on the field of application, security mechanisms ensuring especially integrity, authentication, authorization, and availability (and to a lesser extent confidentiality) require evolutionary capabilities independent of the compartment where they are used.

III. SECURITY EVOLUTION

To approach security evolution in a meaningful way, one first needs to assess and categorize security mechanisms in vehicles and V2X systems. Therefore, we performed a systematic security and risk analysis of security technologies and systems used in vehicles at all layers, e.g. hardware, software, cryptography, architecture, protocols, and network technologies.

Based on this analysis, we examine possible causes that result in a necessary evolution of security mechanisms. We categorize the involved security mechanisms and potential security failures into:

a) Configuration: One of the biggest problems for security is complexity. Unfortunately security mechanisms often are very complex and difficult to configure. It is easy to make mistakes, for example when configuring firewall and intrusion detection rules, or access control lists. This problem is also evident on the OWASP Top 10 list [11] with “Security Misconfiguration” being the fifth most critical web application security flaw. One mistake often allows an attacker to completely circumvent the entire security mechanism. Common misconfigurations are: displaying error handling messages back to the user (e.g. SQL errors), enabled directory listings in web servers, running production software in debug mode, using default key material and passwords, or misconfiguring firewall rules.

b) Software implementation: Software implementations of security mechanisms in ECUs may have design flaws or bugs, which can allow attackers to circumvent a security mechanism. Classical buffer overflows are one example, which were also used in the prominent Heartbleed attack on OpenSSL. Another implementation bug in OpenSSL was used by the FREAK attack, which allowed a man-in-the-middle attacker to enforce the usage of weak RSA keys, which the attacker could then crack.

c) Security protocols: Security protocols are secure versions of communication protocols, i.e. they protect the interaction between communicating agents; in the case of vehicular systems this applies to both on-board and V2X communication. Communication protocols are subject to various attacks, such as replay, impersonation, and man-in-the-middle attacks. In order to protect against these attacks, security protocols can become very complex, and it is easy to accidentally overlook an aspect or define false assumptions, which then results in possible attacks. These can be subtle mistakes that are only discovered years later. A well-known example is WEP: after it was standardized and deployed, the first attacks were found, which were based on wrong usage of the RC4 cipher [12]. Another well-known example is the Needham-Schroeder protocol [13], where Denning and Sacco pointed out an attack a few years later [14].

d) System security: System security mechanisms deployed on the ECU level may be insufficient. For example, Address Space Layout Randomization (ASLR) may fail, if not properly implemented or if more sophisticated attacks become available.

e) Symmetric cryptography (including hash functions and random number generation): As recently seen with SHA-1 [15], attacks against cryptographic symmetric ciphers and hash functions may become more sophisticated or powerful, and mechanisms considered secure five years ago may not be nowadays. Beyond, even if the algorithm itself is still secure, key lengths may not be appropriate after some years from now. As an extreme example, many implementations use AES with 128-bit keys; in case of the successful construction of large quantum computers, it is necessary to change the key length to 256-bits due to Grover’s algorithm [16], which (from a brute-force search point of view) cuts the number of bits in half, i.e. a 128-bit key can be recovered in $2^{64}$ steps.

f) Asymmetric cryptography: The same that applies to symmetric cryptography applies also to asymmetric cryptography. We discuss it separately as the mechanisms are often fundamentally different and key lengths substantially longer. A prominent example in this category is the Logjam attack on TLS [17]: this attack used the fact that many servers were using a single 512-bit group for the Diffie-Hellman key exchange, which the researchers then precomputed. They
were then able to calculate the key from the key exchange. The solution to this problem is to use 2048-bit or larger primes, thus creating the need to update the key material in the field.

g) **Hardware security modules and functions:** For performance and cost reasons, some of the mechanisms listed above are cast in (immutable) hardware; in this case replacement is not straightforward. Even if flexible hardware like FPGAs are used, their performance limitations may hinder deployment of more powerful mechanisms, and cost constraints prevent proactive deployment of hardware with spare performance.

h) **Backend security functions and trusted third parties:** Security functions embedded into (web-based) backend systems form another part of the security architecture, most notably PKIs, but also authentication and authorization mechanisms. These backend functions are easier to update in case of compromise. However, retaining interoperability with the deployed fleet is one challenge, as well as the failure of a root of trust (e.g. a compromised root CA). The latter case removes the possibility of trustworthy remote interaction with deployed vehicles.

As this list shows, security mechanisms pervade all parts of vehicular architectures. Security evolution capabilities must also become part of all these components in order to be able to maintain the state of security. However, the examples given above show that implementing security evolution may not be straightforward in many cases and require further research.

Our next step is to focus on the categories one by one, analyze their requirements, technologies, risk structures, design strategies, methods, and architectures with focus on the evolutionary process of the specific security mechanisms.

Often, security evolution cannot be retrofitted but needs to be an initial capability and part of the system architecture. For example, if modification of keys is required, one needs to identify ways to do this without compromising the integrity of the key store. On the software level, implementations need to be structured in a flexible manner without hard coding assumptions on key size, cipher mode, and the cipher itself.

Security evolution strategies can be split into two different categories: proactive architectural components and secure update mechanisms. Proactive architectural components are put into place in order to allow the evolution of security mechanisms without compromising their security. They are based on foreseeable security problems and provide proactive means for flexibility, for example by replacing a cipher with a stronger one. On the other hand, secure update mechanisms provide generic strategies on how to perform updates in a deployed system. These strategies entail the requirement for secure and verified updates, and thus especially involve authentication, authorization, and integrity considerations. Considering the compromise of root CAs makes this a non-trivial task.

IV. **Conclusion**

In this paper we discussed that the modern vehicle is in need of security mechanisms for both on-board and V2X systems. However, the long life cycle of automotive systems contradicts with the ageing of security mechanisms. As a result, deployed security mechanisms cannot guarantee security properties in the long run. Consequently, security solutions need to incorporate solutions on how to evolve deployed security mechanisms in order to keep them up-to-date. This is especially difficult in the domain of safety-critical automotive systems, which require a conservative engineering approach. Moreover, we discussed that the introduction of these security evolution mechanisms are not straightforward and require further research. With this contribution, we highlight the need for security evolution and establish it as a future line of research in automotive security.
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I. INTRODUCTION

Vehicular ad hoc networks (VANETs) are a topic of high interest, as they promise to increase future safety of driving. Wireless data exchange and realtime requirements of safety critical use cases require strong but yet efficient security mechanisms for VANETs. This even holds for the so called Day 1 use cases, for which mass deployment is planned within upcoming years [1]–[3].

To provide authenticity and integrity of exchanged messages, these are typically signed using primitives of asymmetric cryptography and elliptic curve cryptography (ECC). However, high numbers of received broadcast messages pose performance problems for signature verification at receivers. Realization of hardware verification modules capable of verifying all received messages under high node density is still challenging [4], [5]. Thus, mechanisms for reducing the number of required verifications have been looked at.

Verify-on-demand (VoD) performs a relevance check for the message, which is only verified after it was identified to be relevant, i.e., its contained information is to be used by the receiver. [6] suggests to derive the relevance check directly from the decision making process of applications. This is based on the design of the US WA VE (Wireless Access in Vehicular Environments) standardization framework and extension of this scheme to the ETSI ITS (Intelligent Transport System) standards has not been looked at in detail [7]. Moreover, it is assumed that a relevance decision only affects a single message [6].

We show that the need for authenticated data sets does not only arise from within the application layer, but also from other protocol layers. Moreover, introduction of VoD leads to a complex set of dependencies between functionality on different protocol layers. Furthermore, we find that introduction of VoD significantly decreases the burden for an attacker to perform a denial of service (DOS) attack on a VANET. Additionally, the discovered DOS weakness can be well targeted to dedicated nodes without significant influence on other nodes, which differentiates the attack from other common DOS attacks in VANETs.

Related work is looked at in Section II. General security considerations about VoD are given in Section III. Sections IV and V study cross influence between VoD and routing functionality as well as certificate handling, respectively. Afterwards, Section VI proposes a dedicated DOS attack on VoD. Finally, Section VII provides a conclusion about this work.

II. RELATED WORK AND ATTACKER MODEL

The VoD concept is introduced in [6] as an alternative to a verify-all scheme. Thereby, a verify-all scheme is characterized by verification of all received messages before these are handed over to further message parsing. In contrast, VoD only verifies messages after a demand for usage of their content has been identified. The impact of VoD on overall security in VANETs is only studied very briefly in [6]. Some background about the VoD concept is given in [7].

VoD was initially proposed for WA VE, i.e., in connection with information dissemination via BSMs (basic safety messages). In contrast, ETSI ITS uses CAMs (cooperative awareness messages) for cyclic data distribution as well as DENMs (decentralized environment notification messages) for on demand information dissemination [3]. Moreover, WA VE does not describe a way to store the content of received messages, while ETSI ITS uses an LDM (local dynamic map) to store dedicated VANET messages.

[8] proposes an implementation of the VoD concept for ETSI ITS by storing signatures alongside with corresponding messages in an extended LDM. Moreover, the LDM also hands over messages to the security entity for verification and stores the corresponding result to avoid multiple verification of a single message. However, our analysis in Section IV shows that this approach leads to massive cross layer dependencies.

Dedicated network layer protocols for VANETs have been developed. Thereby, a major difference between WA VE and ETSI ITS is the support for multi-hop communication, which is only available in ETSI ITS. Within ETSI ITS the term GeoNetworking is commonly used, as network layer routing in VANETs is often based on geographic properties of the vehicular environment. Two major concepts for forwarder selection exit. Firstly, the sender of a message can select the next hop, e.g., by greedy forwarding [9]. Secondly, the sender can be selected in a decentralized manner, e.g., by contention...
based forwarding (CBF) [10]. The influence of VoD on multi-hop communication has not been regarded in prior work.

DOS attacks on VANETs are a well known issue. Typically, jamming or misuse of certificate dissemination features is used to raise the channel load in a dedicated area in a way to cause ordinary communication to become at least unreliable or even brake down completely [11], [12]. [6] argues that DOS attack surfaces of the VoD scheme do not increase the vulnerability of the VANET, as VANET security could be always attacked by this kind of attacks. In contrast, we show that VoD significantly reduces the burdens of an attacker to perform a DOS attack. Moreover, the attacker does not even need to violate channel usage regulations and dedicated targeting of single vehicles is possible, which is not the case for prior found DOS attacks.

The attacker is assumed as an active advisory using a single communication unit. This means he can receive, store, modify, create and send arbitrary messages at a single point in the network. However, the attacker has no access to valid credentials to sign his messages.

III. GENERAL SECURITY CONSIDERATIONS OF DATA HANDLING UNDER A VOES SCHEME

In general, it is recommended to keep the interface exposed to an attacker as small as possible. For example, [13] argues that the format of the security envelope of ETSI ITS should be adjusted to avoid parsing of its content before signature verification takes place. With VoD, the whole message gets parsed on all protocol layers before the decision on whether to verify the message is done [6]. In contrast, verify-all only exposes low level data processing interfaces up to the network layer security entity. Thus, the surface for an attack on data parsing and usage is increased massively by VoD in comparison to a verify-all scheme.

Within ETSI ITS the data sets on various protocol layers use much more complex encoding in comparison to WAVE, for which VoD was proposed. Thereby, protocol layers above the MAC layer use variable length data sets and deeply nested data types [14]–[16]. On the facility layer ASN.1 encoding, e.g., UPER (unaligned packed encoding rules) for CAM and DENM, is used. Parsing of data sets with such complex encoding schemes requires complex implementations leading to many possibilities for security problems. Even for much simpler ASN.1 schemes, like BER (basic encoding rules), many security problems have been found in the past, e.g., the BERSerk vulnerability [17]–[20].

Thus, the effort for secure implementation of all functionality handling received data is significantly increased by using VoD in comparison to a verify-all scheme. This puts the VoD concept into question from a system design perspective.

IV. INTERACTION OF VERIFY-ON-DEMAND AND NETWORK LAYER PROTOCOLS

In the following we separate the discussion of VoD’s influence on the network layer into the impact on VANET specific GeoNetworking and IPv6 over GeoNetworking.

A. GeoNetworking

VoD influences greedy forwarding and CBF for multi-hop communication. Such forwarding algorithms need to keep track of locations of nodes in their surrounding [9]. Thus, each received message leads to an update of a neighborhood table. For greedy forwarding members of the neighborhood table are possible forwarders. In case a forwarder gets selected, the message containing the last known position of this node needs to be verified. Otherwise, an attacker could cause forwarding to nonexistent bogus nodes (neighborhood table poisoning). This would clearly harm further dissemination of the message’s content. This affects received messages which should be forwarded as well as multi-hop messages generated by the node itself (e.g., DENMs).

In case of CBF, the neighborhood table is used to determine whether the own node is a possible forwarder of the received message, i.e., forwarding by the own node causes progress towards the destination. This is required as the prior sending node’s position is not contained in a multi-hop message [15]. Thus, its position is determined from the neighborhood table using its MAC address. This requires a verification similar to the case of greedy forwarding. Otherwise, an attacker could foil the CBF algorithm by either causing incorrect forwarding or causing failure to forward by the attacked node.

A significant problem of neighborhood table keeping in connection with VoD is the possibility to cause bogus updates, which replace valid entries in the table. Thereby, an attacker uses the ID of a valid node for its own faked messages. In the worst case, a neighborhood table contains no valid entries at all, due to such an attack. To avoid such an attack, mainly three countermeasures can be thought of:

1) One could verify all messages before the neighborhood table update. However, this disables VoD completely, as every message gets verified.

2) Instead of replacing entries in the table, one could keep prior entries, too. Old entries are only removed after a later update got verified. However, this significantly increases memory requirements, due to an expected low number of verifications.

3) One could only store entries in the neighborhood table after the corresponding message got verified. However, low numbers of verifications will cause neighborhood tables to be (very) sparse. Thus, it can be expected that routing will suffer significantly from such an approach. Thus, usage of a combination of multi-hop communication and VoD is not recommended.

Furthermore, all received messages, which a node wants to forward, have to be verified in advance to forwarding, independent from the used forwarding strategy. This is done to avoid creation of bogus channel load by an attacker [15], [21]. ETSI ITS does not change the signature of a forwarded message. For VoD two main cases have to be distinguished.

1) Verification of a node’s position data for forwarding needs to verify a prior received and stored message. Only a central (i.e., cross layer) storage of full messages can avoid multiple verification of the same message by stor-
ing the verification result. However, such an architecture introduces an extra dependency of the network layer and the message storage.

2) Verification of a received and to be forwarded message splits again into two cases depending on relevance of the received message for the receiver.
   a) A receiver outside the message’s relevance area only forwards it. Thus, the message is not stored in the LDM, as it never reaches the facility layer. It is only handled by lower layers up to the network layer. Hence, the network layer needs to cause verification by the security entity.
   b) A receiver inside the message’s relevance area hands the message over to higher layers and forwards it. Thus, it gets stored in the LDM and the network layer causes its verification, as in case 2a. In case an application finds a message’s data to be relevant, it can be used without further delay, as it has already been verified.

Using the LDM as the messages’ storage, as suggested in [8], causes a cross layer dependency of network and facility layer as well as interactions of both entities with the security entity. Hence, separation of layers and uniqueness of responsibilities within the protocol stack suffers from such a design.

Instead we recommend a message storage within the cross layer security entity. It can provide a common interface for message verification for all protocol layers.

B. IPv6 over GeoNetworking

IPv6 over GeoNetworking is used to support IPv6 based communication with arbitrary higher level protocols over the dedicated VANET network layer. Such protocols use meta data, whose usage has to be preceded by message verification. However, the core aim of IPv6 over GeoNetworking is to use unchanged standard internet protocols. Thus, the VANET network layer has to ensure verification of all messages passed to an IPv6 interface. Hence, VoD is inappropriate for this kind of communication as every single message has to be verified to avoid attacks on higher level protocols or applications.

V. Interaction of Verify-on-Demand and Certificate Handling

Validation of a message is not limited to checking only its own signature. Moreover, the certificate (chain) used to secure the message needs to be verified, too. Within ETSI ITS there are at most two levels of unverified certificates, which are the pseudonym certificate (PSC) of the sending node and the authorization authority certificate (AAC) which is used to secure the PSC. The AAC is signed using a root certificate known to all nodes in the VANET.

The PSC is individual per node. Thus, a rapidly changing vehicular environment leads to reception of many different PSCs. Hence, a high number of verifications is required for a verify-all approach for PSCs. In contrast, the number of AACs can be expected to be small (see also Section VI). To avoid verification of certificates for messages which are never verified, VoD should be extended to certificates as well. Otherwise, the massive reduction of required verification capabilities as outlined in [6] cannot be reached, due to verification of many certificates.

Unfortunately, even certificates with valid format can become quite large [16], [22]. With a verify-all strategy only validated certificates are stored, but in case of VoD all unverified ones have to be stored, too. Thus, one has to take care that memory for storing PSCs does not become a system bottleneck in case of an attack. Moreover, the verification status has to be stored for each certificate to avoid multiple verifications.

A separate storage for unverified certificates is recommended in case the LDM design from [8] is used. Otherwise, the LDM would also need to keep track of inter-message dependencies of included parts of certificate chains, due to sporadic and on-demand inclusion of certificates [11], [12]. This would add a lot of complexity to the LDM, apart from increasing the interdependency of LDM and security entity.

One should note that this issue does not only affect ETSI ITS, but WAVE as well. For WAVE the situation is even worse, because the corresponding security standard does not limit the amount of hierarchy levels of the PKI system [23].

VI. Efficient Denial of Service Attack

Prior to the actual attack, the attacker stores valid PSCs, which he extracts from received messages. To carry out the attack, a stored PSC is added to the security envelope of a message generated by the attacker. Thereby, the content of the message is chosen in a way to be always regarded as relevant for the attacked vehicle. Relevance criteria can be easily obtained from the definitions of basic safety critical use cases [3]. Moreover, the attacker uses a different PSC, and thereby also different identifiers on all protocol layers, for each message. The messages’ signatures consist of random data, as the private keys for the PSCs are unknown to the attacker.

The described attack, enables an attacker to achieve multiple goals at once. These include that for each sent message,

- the receiver regards the message as relevant for itself, which leads to
- message verification including
   1) verification of the formerly unknown PSC, which will succeed and lead to
   2) verification of the signature, which will fail.

Thus, each message sent by the attacker will lead to two computationally expensive verifications. If the attacker can send enough messages to supersede verification capabilities of receivers, he can block or at least delay verification of valid messages. This leads to a successful DOS attack on applications depending on data updates from received messages.

VoD schemes aim to massively limit the requirements for verification capabilities at receivers [6]. Thus, even a quite low number of faked messages, e.g., 10 per second, will exceed the provided capabilities. Thus, the attacker does not need dedicated equipment to jam the wireless channel or increase the channel load by misusing protocol features like described in [11], [12] to perform a DOS attack. Furthermore, the attacker may be able carry out the attack without a need
to violate legal regulations on usage patterns of the wireless channel reserved for VANET communication.

Moreover, the faked messages can be targeted to a dedicated node by using unicast communication at the network layer. Thereby, the attack will go unnoticed by the rest of the network. Both properties reduce the risk of the attacker to be detected and punished.

The attacker can use CAMs and/or DENMs for his attack. Thereby, usage of DENMs enables the attacker to attack all vehicles in the (freely selectable) relevance area of the DENM. Verification before forwarding (see Section IV) limits the impact to the communication range of the attacker.

The changing identifiers used by the attacker disable simple countermeasures, like blocking of messages from senders after reception of multiple invalid messages. Disabling entire classes of messages, like DENMs containing a dedicated warning type, can only limit the attack if the attacker uses just the blocked dedicated type(s) of messages. However, the attacker could just send a mix of all possible DENMs. Thus, blocking of attacked message types would yield blocking all messages, which leads to a successful DOS attack, too.

The amount of AACS can be assumed to be highly limited. Otherwise, the attacker could send a valid certificate chain (e.g., PSC and AAC) with all elements being unknown to nodes. Thus, three verifications would be required for each message. Within WAVE the length of the certificate chain is not limited. Thus, the number of verifications required to validate a single message can be even higher. However, it can be assumed that the number of higher level certificates will be small in practice. Thus, an attacker cannot provide enough of them to enforce more than two verifications per message.

The described attack resembles the worst case scenario for a VoD scheme, as no verification can be spared. To counter the described attack, a system using VoD would need to have verification capabilities equal to a verify-all scheme. However, this clearly violates the objectives of the VoD design. Thus, the found DOS weakness puts the VoD design into question from a system robustness perspective.

VII. CONCLUSIONS AND FUTURE WORK

Secure communication within VANETs is an important, but yet challenging issue. Reduction of the signature verification load within receivers by verify-on-demand (VoD) schemes is a popular method to limit performance requirements.

The provided analysis shows that VoD leads to a significant number of extra cross layer dependencies. Thus, overall complexity of VANET protocol stacks is increased and separation of dedicated communication layers is reduced. This holds especially for approaches which store to be verified messages within the facility layer LDM, e.g., [8]. Thus, we propose to instead use storage within the cross layer security entity.

Moreover, the amount of interfaces which have to be protected against malformed input from wireless attacks is massively increased by VoD. Finally, the effort for performing a successful DOS attack against dedicated nodes or groups of nodes is significantly reduced by introduction of VoD.

Our findings lead to the conclusion that usage of VoD in the currently proposed form is not recommended for VANETs. Instead approaches of verify-all schemes, like in [5], should be preferred. Moreover, future work could look for more computationally efficient algorithms for securing VANET messages.
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Abstract—Authenticating legitimate nodes is a major concern of the envisioned vehicular networks. To achieve this, standards and literature propose to use asymmetric cryptographic mechanisms which generate significant overheads in terms of time and power consumption. In this paper, we address this problem and propose a novel idea of exploiting physical layer characteristics to rely on them for re-authenticating future beacons after verifying the first one cryptographically. Despite the challenges in such high mobility networks, possible concrete approaches to start the evaluation of our scheme are presented. Our approaches are inspired by the vehicular channel related work conclusions which give signs of future success to our scheme in this critical field.

I. INTRODUCTION

As pointed out in [1], in contradiction with other networks, securing vehicular networks at the physical layer has been disregarded. The reason of this is the nature of such networks by means of the high mobility of vehicles, which makes investigating physical layer and exploiting its information for the sake of security a challenging task. In standards, the foreseen authentication process states that digital signatures in addition to certificates have to be generated and attached to messages by senders. The digital signatures are based on Elliptic Curve Digital Signature Algorithm (ECDSA) [2] where each vehicle is equipped with a public and a secret key; the secret key is used to sign all outgoing messages while the public key is amended with some other attributes forming the certificate of the vehicle. Receivers then check signatures and certificates of messages for correctness and decide whether they are originated from legitimate senders or would-be intruders, e.g. roadside attackers.

In order to inform neighbouring vehicles about the current state, vehicles have to keep sending their states periodically with a frequency of 1-10 Hz including the position, the speed, the heading and other similar information in messages called “beacons”. For each beacon, the procedure for generating and attaching signatures needs to be executed at the sender side. In addition, receivers have to keep verifying newly received beacons even if they are from the same sender. This whole procedure to ensure that only legitimate vehicles are able to exchange messages among each others in the network creates significant overheads due to the complex cryptographic calculations resulting in major drawbacks that should be highlighted. The following gives a summary of these shortcomings:

- The decrease of bandwidth utilization due to the increase in message size that is necessary because of the must-included signature.
- The increase in packet collisions due to the increase of the number of packets per message in an already congested channel.
- The increase in the end-to-end delay because of:
  - The increase in the required time to generate signatures.
  - The increase of the transmission delay due to the need for transmitting additional bits.
  - The increase in the required time due to the verification process of signatures at the receivers.

In this paper, we restrict our concerns to the last issue that points out the long time needed to verify the ECDSA-based signatures. We propose the idea of a novel scheme for re-authenticating the periodic messages, i.e. beacons, in vehicular networks. By exploiting the unique physical layer features between a specific sender and a specific receiver, we aim to eliminate the drawbacks of the classical authentication mechanisms proposed in the standards of vehicular networks while maintaining a reasonable degree of security.

We also provide concrete approaches to start the evaluation of our scheme inspired by the outcome from propagation studies in realistic vehicular environments which gives signs of success to our proposed scheme. Moreover, we propose the idea of multi-factor authentication with the use of subjective-logic [3].

II. RELATED WORK

The previous authentication process takes place in the upper layers of the OSI model. Researchers have realized its drawbacks and pointed them out, for example, [4; 5]. In order to mitigate them, some researchers [5] suggested to use hardware secure modules, but equipping vehicles with sophisticated processing units adds additional cost. Others suggested to omit signatures and certificates to reduce the introduced latency in order to achieve reasonable efficiency for the critical applications [6], but this will lead to insecure networks where unauthenticated nodes are able to spoof and inject messages into networks.
A. Security at the Physical Layer

The previous shortcomings in the upper layers' security motivate researchers in other wireless communication networks to look for other solutions. They suggested to integrate the physical layer into the authentication process in static and low mobility networks [7; 8; 9; 10; 11; 12].

Mainly, the work in exploiting physical layer features for the use of security and authentication can be divided into two classes:

- Class 1: Extracting the secret key from the common wireless channel between the transmitter and the receiver, e.g. [9; 10; 11].
- Class 2: Fingerprinting the wireless channel established between the transmitter and the receiver, e.g. [7; 8; 12].

Both of them are based on the fact that the wireless channel established between a specific transmitter and a specific receiver is unique and only known to both of them. The first class uses the unique channel variation to establish the secret key. This approach is considered secured such that only the transmitter and the receiver are able to construct the key. However, the verification process still has to be applied in this case, which means that the long verification time still exists. On the other hand, the second class does not require any key extraction or verification. It relies on the uniqueness of the frequency response for each transmitter-receiver pair, while maintaining a reasonable degree of security.

At 5 GHz, over a span 0 10 MHz, with indoor stationary user terminals, Xiao et al. [7; 8] proposed ways to exploit spatial variability of the frequency response. They found that variations are strongly correlated in time while very weakly correlated in space giving a positive impact on performance in such a static scenario. In addition, they concluded that channel time variations can improve performance whereas frequency correlation degrades it. Their results show that it is possible to distinguish between legitimate nodes and other illegitimate nodes based on the corresponding physical layer characteristics to each one of them.

B. Vehicular Channel Propagation Models

The distinct features of vehicular networks arise from the nature of the rapidly changing topology due to vehicles’ rapid movement. This results in a significant uniqueness in the statistical characteristics of the multipath propagation in V2V communication compared to other indoor or even cellular communication. The investigation of vehicular channel characterization is fairly young research topic [13]. It gained researchers’ interest when WAVE initiative and other vehicular applications raised concerns regarding vehicular communication. Before 2006, V2V channel characteristics were rarely investigated, e.g. [14] [15]. Since 2006, there has been a lot of research, e.g. [16; 17; 18; 19; 20; 21; 22; 23; 24], addressing the vehicular channel propagation models based on measurement campaigns considering different frequency bands.

One of the earlier works on V2V channel investigation at the 5.9 GHz band is [25], where the Tapped Delay Line (TDL) approach was used to model the channel. They stated that these kind of channels are doubly selective, in other words, they are both time- and frequency-selective channels. Also at 5.9 GHz, Cheng et al. [21] conducted a measurement study on V2V narrow-band channel; they presented a single- and dual-slope large-scale path loss model with Nakagami distribution to describe the small-scale fading. In addition, they introduced the Speed-Separation (S-S) diagram, which is a new tool for understanding and estimating Doppler spread and coherence time. Kunisch and Pamp did a measurement experiment in [24] at 5.9 GHz over a span of 20 MHz, in which they extracted the scattering function which contains information about Doppler spread and path delays. They also provided a good explanation of each propagation path scenario.

Other measurement studies were conducted at different bands. In [16], Karedal et al. were able to track individual propagation paths at 5.2 GHz. Paier et al. [17] investigated pathloss, Power Delay Profiles (PDPs), and Delay-Doppler spectra from a highway measurement over 240 MHz at 5.2GHz where the transmitter and the receiver vehicles travelled in opposite direction. Examples of other studies at different bands are [26] at 5.3 GHz, and [27] at 5.6 GHz.

III. Physical Layer-Based Message Authentication

A. Requirements

For our scheme to work, physical layer characteristics have to meet some requirements in order to be able to rely on them for future verification of beacons without checking the signatures. Requirements for these characteristics include:

- Stability: The characteristics should show stability over at least two consecutive beacons. In other words, the time correlation of this specific physical layer characteristic should be high enough to ensure its stability within the reception of two consecutive beacons.
- Uniqueness: To allow discrimination among several transmitters in the vehicular network, the uniqueness of the physical layer characteristic among them has to be ensured. This means that the characteristic the receiver relies on has to be spatially uncorrelated to be able to distinguish between several transmitters at different locations at the same time. However, due to vehicles movement, this characteristic should allow a degree of spatial correlation such that the measured value of the characteristic when vehicle $A$ at location $X$ is correlated with the measured value when the same vehicle is at location $X'$. A noteworthy point in this regard is that vehicles do not move in random paths, but in deterministic tracks where prediction of movement could be easily employed.
- Measurable: Receivers need to be able to observe and measure the specific characteristics.
- Unspoofable: Attackers should not be able to spoof the characteristics, luring receivers into accepting false messages.
B. The Proposed Scheme

We take a slightly different approach than the classical fingerprint approach discussed earlier. Our new approach considers (re)authentication of earlier communication partners by characteristics of the communication channel. It is based on the observation that a radio channel between transmitter and receiver has a characteristic with a unique signature (for example defined by multi-path propagation, Doppler shifts...), which is hard for an attacker to guess or manipulate. Hence, instead of looking at the frequency response, as it may be challenging in high mobility scenarios, looking at the individual multipath components and extracting their characteristics will provide more robustness. Such a case is shown in Figure 1 where each contribution has its own delay, power, phase, and Doppler shift.

The conducted measurement studies showed that each average PDP consists of several identifiable contributions and that they are presented over several consecutive time instants (typically in order of seconds) [27]. This was the observation in [26] and [16] as well. Hence, periodic beacons could be authenticated based on this channel signature. For this purpose, a first beacon would be authenticated by means of classical cryptography, establishing an initial trust anchor.

As long as the channel characteristic remains sufficiently stable between this and a consecutive beacon, all subsequent beacons could now be authenticated by the means of their channel signature associated with the original transmitter. Costly cryptographic verification processes may potentially be skipped for some beacons.

The process is exemplified in Figure 2. A transmitter T sends periodic messages. The first message has to be cryptographically verified in any case in order to produce an initial trust anchor. Thereafter, messages are only verified cryptographically if the receiver trust at A or B in the message being delivered over the same channel falls below a certain threshold. Receiver A needs to cryptographically verify the third beacon while beacons 3 and 4 need to be verified for receiver B’s case.

C. Multi-factor Authentication and Possible Enhancement

Multi-factor Authentication can play a role in the authentication process where the receiver can rely on different observations to form his opinion about the received beacon whether it is originated from a legitimate node or not. In order to avoid resorting to the cryptographic verification to rebuild the overall confidence in the latter beacons, the receiver may combine the output from our proposed scheme with another lightweight authentication mechanism. This requires a sufficient degree of flexibility of the outputs to be combined together and allow multi-factor authentication process. Hence, we here foresee the use of subjective logic to form a holistic framework for such authentication mechanisms where each factor (e.g. multipath characteristics, lightweight authentication mechanism, etc...) gives an opinion about the received beacon whether it is generated from the same transmitter as the previously received beacons or not. Subjective logic extends the classical logic theory by introducing a degree of certainty to each opinion. It has a wide set of operators allowing the fusion of individual factor opinions into one opinion taking the degree of certainty of each output into account. It has been deployed in VANETs in [28] to form a misbehaviour detection framework which our proposed scheme could be integrated into.

IV. CONCLUSION

This paper addresses the shortcomings of using ECDSA-based signatures in the envisioned V2V communication to achieve a proper authentication of the periodic beacons. The main drawback of such signatures is the long verification time needed to verify the signature by the receiver. We proposed a novel idea of integrating physical layer into the authentication process aiming at eliminating the shortcomings of the upper layer authentication mechanisms. Inspired by related work in vehicular channel propagation models outcome, which gives signs of future success for our scheme, we proposed concrete approaches to start the evaluation of the proposed scheme, in addition to proposing possible ways of enhancements including multi-factor authentication using subjective logic.
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Abstract—Genetic algorithm-based route choice optimization techniques have recently demonstrated their potential to reduce the travel costs on the system level. In this context, the costs are reduced according to exactly one metric such as, e.g., the sum of all individual travel times. In the present study, we will investigate the tradeoff between the saved travel time and the additional costs in terms of higher emissions and a higher fuel consumption.

I. INTRODUCTION

Intelligent transportation system technologies (ITS) [6] play a key role in the improvement of the efficiency of road networks in terms of their utilization. Typically used are in-vehicle systems that use either vehicle-to-vehicle (V2V) or vehicle-to-infrastructure (V2I) communication [4] in consort with traffic information systems [9], [7], [8] to collaboratively optimize the route choices in the network. These intelligent solutions can help to balance the traffic across the network in order to avoid critical conditions such as traffic jams. But aside from showing that these approaches in fact do improve the road network efficiency, it can be worth to take a look at the environmental impacts they come with. In this paper, we focus on the evaluation and quantification of these impacts in terms of CO₂ (carbon dioxide) emissions as well as the fuel consumption. To this end, we consider the recently proposed concept of route choice optimization using distributed Genetic Algorithms [3].

II. EVALUATION

Realistic vehicle movement plays a very important role in the evaluation of systems related to vehicular road traffic. For the evaluation in this paper, we therefore use a real world scenario from the city of Bologna [2] which represents an observed peak-hour traffic demand (8:00am–9:00am). During this time period, a total of 11,000 vehicles is inserted into the road network. A warm-up period of 15min is bypassed to allow traffic load in the road network to stabilize before the evaluation starts. Also the last 15min are not accounted for in this evaluation as the traffic load starts decreasing. The evaluation itself is performed in SUMO [1], a microscopic vehicular road traffic simulator.

We compare two sets of route choices in the given scenario. A set of route choices in essence describes which route each of the 11,000 vehicles drives from its origin to its destination. On the one hand we have the unoptimized route choices: every driver chooses the shortest path (in terms of the free-flow travel time) from his origin to his destination. We compare this to optimized route choices on the other hand. These are optimized using the techniques described in our recent publication [3]. It aims at improving the costs for the system as a whole. In this context, the sum of the vehicles’ travel times is used as the target function for a distributed on-line optimization process.

SUMO comes equipped with the ability to record emissions and fuel consumption according to the HBEFA v2.1 model [5]. In this context, the emissions are recorded in mg and the fuel consumption in ml in each timestep for each car. Additionally, the cars’ total emission and fuel consumption is recorded after they have finished their journey. The two metrics are closely related, but not fully equivalent, because different classes of vehicles use different types of fuel, which in turn correspond to different amounts of CO₂ per litre of fuel [5].

It can be observed that the route choice optimization increases the total emissions of CO₂ from 2605.43 kg to 3000.96 kg (+15.18 %) and the total fuel consumption from 1038.741 to 1196.361 (+15.17 %), while the total driven distance increases from 13075.66 km to 15977.07 km (+22.18 %). However, due to the optimization, a different set of vehicles will reach their destination during the simulated time frame. More precisely, 8556 vehicles arrive at their destination before the route choice optimization is applied. Using the optimized route choices this number grows to 9369. Therefore, the absolute fuel consumption or CO₂ emission do not constitute suitable metrics: they do not refer to the resources spent for achieving the same goal or delivering the same amount of service.

We therefore compare the additional expenses of the optimization in terms of higher CO₂ emissions and a higher fuel consumption per kilometer of the unoptimized route. That is, in a sense, we use the unoptimized (i.e., shortest path) route length as a measure for the “amount” of transportation service delivered to the driver of the respective car. Let $r_e$ be the route of car $c$ as it was planned in the unoptimized scenario and $l_e$ the length of this route. Let $CO_2(r_e)$ and $FUEL(r_e)$ denote the CO₂ emission and the fuel consumption along that route, respectively. Then, given the CO₂ emission $CO_2(r_e)$ and the fuel consumption $FUEL(r_e)$ in the optimized scenario, we normalize these values to the length of the unoptimized route $l_e$. Furthermore, we are interested in the ratios $\frac{CO_2(r_e)}{FUEL(r_e)}$ and $\frac{CO_2(r_e)}{FUEL(r_e)}$ for all cars that finish their journey in both the unoptimized and the optimized case. These ratios show by
which factor the CO\textsubscript{2} emission and the fuel consumption of a vehicle driving from the same origin to the same destination have changed.

Figure 1 shows the cumulative distribution function (CDF) of the CO\textsubscript{2} emissions per kilometer before and after the optimization of the route choices, as discussed before in both cases in relation to the length of the unoptimized, shortest-path route. It can be seen that the values do not change much: only a small subset of vehicles experience noticeably higher emissions and a higher fuel consumption. Also, only a small number of vehicles can lower these values to a non-negligible extent. The same pattern can be observed when looking at the comparison of the absolute fuel consumption in Figure 2.

While the CDFs of the absolute values show that the distribution of emissions and fuel consumption do not change much, it does not show what that means from the drivers’ point of view. Figure 3 shows the CDF of the relative changes in the absolute CO\textsubscript{2} emissions and fuel consumption per original kilometer after the optimization has been applied. Here, it can be seen that, around 40\% of all vehicles can reduce their CO\textsubscript{2} emission and fuel consumption noticeably while the other 60\% experience increased values. This indicates that disadvantages (in terms of a non-optimal emission / fuel consumption) are reallocated among the cars: we still have cars that cause much pollution, its just that these are different cars after the optimization of the route choices. In a next step, we take a look at the same values, but now accumulated over all routes. It can be seen that the total emissions of CO\textsubscript{2} have increased from 199.25 g to 207.33 g and the fuel consumption has increased from 79.44 ml to 82.65 ml per kilometer. This corresponds to a 4.05% increase of CO\textsubscript{2} emission and an increase of 4.04% in the fuel consumption for the entire system. The observed increase in emissions and fuel consumption after applying our proposed route choice optimization methodology is relatively small given the fact that the costs for the system as a whole (in terms of the total travel time) can be reduced by over 20\% [3].

III. CONCLUSION

In this abstract, we focused on the quantification of the impact on both the CO\textsubscript{2} (carbon dioxide) emissions as well as the fuel consumption which is caused by the route choice optimization using the on-line route optimization techniques described in [3]. In this context we evaluated the increase in emissions and fuel consumptions for the new (optimized) route choices per kilometer of the route as it was driven in the scenario with unoptimized route choices. It could be shown that the system as a whole experiences an 4.05\% increase of CO\textsubscript{2} emission and an increase of 4.06\% in the fuel consumption per original kilometer. At the same time, the cost (in terms of the total travel time) for the entire system was reduced by over 20\%. While from the ecological point of view the route choice optimization leads to poorer results, the environmental overhead is reasonably low compared to the benefit that can be achieved by the drivers in terms of a lower travel time.
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## Abstract

Cooperative driving and platooning have gained a growing focus recently. Letting vehicles reach a consensus and make a joint decision is necessary for some applications. To address this problem, we propose a novel consensus protocol named BFT-ARM that fits real sensor values and can tolerate $t < n/3$ Byzantine nodes out of $n$. BFT-ARM guarantees that the decision is close to the median of all good nodes. We also present the simulation framework ArteryLTE to evaluate our protocol.
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## I. Introduction

In recent years, an increasing amount of Advanced Driver Assistance Systems (ADASs) can be seen in automobiles. This also includes the development of cooperative driving functions. Many of these applications can be improved by exchanging data via Inter-Vehicle Communication (IVC) to improve safety, resource usage, energy efficiency and driving experience [1]. One example of cooperative driving is platooning, where a group of vehicles can follow each other automatically and keep the optimal distance among each other [2, 3]. Apart from following passively, there are also a number of useful applications which first need to agree on a common value for a cooperative decision. For example, in certain application scenarios vehicles will need to detect the traffic condition or weather condition in their surroundings to adjust their operations to, or to calculate the best route according each vehicle’s own navigation device, or to set a preferred speed for the cruise control, etc. The common properties of such applications are: 1) The value is required to be agreed among all vehicles. 2) The value to be agreed upon can be measured individually by each vehicle. 3) Even if some faulty vehicles do not follow the common decision, the safety of others is not violated.

We also consider the existence of faulty or malicious nodes in the group. Faulty behaviours include not only crash faults but also arbitrary faults like bit flip or providing inaccurate, inconsistent and even malicious values. All these faults are referred to as Byzantine faults [4]. The Byzantine consensus protocol is aiming at achieving consensus among all correct participants, despite of a limited number of faulty nodes. Examples of such protocols can be found in [5, 6].

Most Byzantine consensus problems assume the value domain is discrete and limited, for instance the binary consensus [5] or multi-value consensus [7]. However, in automobile applications, especially those involving sensor values, the values can be continuous and “smooth” e.g. speed, distance, temperature, etc.

In this work, we designed a new consensus protocol for the continuous value domain in vehicle platooning named BFT-ARM (Byzantine Fault Tolerant and Asynchronous Real-value consensus with Median validity). We also built a simulation framework based on our previous work, and will use it to evaluate the consensus protocol.

The paper is organized as follows. Section II discusses some related work. Section III defines the system model and problem. Section IV presents the design of BFT-ARM and section V introduces the evaluation framework. Section VI concludes the paper.

## II. Related Work

In the **Byzantine consensus problem**, each node has an input value and try to make a consensus on one of them, and there are a limited number of Byzantine nodes [5]. An important aspect of Byzantine consensus problem is how to define the validity of the agreed value. There are different opinions from different viewpoints. E.g., Neiger distinguishes the **Validity** and **Strong Validity** [8]. The former requires that if all correct nodes have the same input value, they will decide on that value, but does not guarantee anything when the input values are different. And Strong Validity requires that the decided value comes from a correct node. Then Neiger proves that achieving Strong Validity requires at least $t \cdot |D|$ nodes, where $t$ is the maximum tolerable Byzantine nodes and $D$ is the domain of the input values. This means a tremendous number of nodes are necessary when the input value domain is large.

A recent work of Stolz and Wattenhofer proposes a weaker requirement compared to the strong validity, called **median validity** [9]. It only requires the agreed value is close to the median of all good nodes. This is especially useful...
with a continuous value domain. However, their protocol assumes a synchronous communication where message transmission time has a known upper bound. This assumption is not applicable in IVC scenario. So we designed the new BFT-ARM protocol to achieve the median validity.

There are also some other work from the viewpoint of control theory to manage platooning via consensus approach [10]. This is useful for another family of applications like instant speed and distance control, which is an orthogonal direction to our work.

III. System Model and Problem Statement

System Model: The platooning consists of \( n \) vehicles, or nodes as abstraction: \( \{p_1, p_2, \ldots, p_n\} \). Every node has an input value \( x_i \in \mathbb{R}^2 \), e.g. from its sensor or configuration. A node is called correct if 1) its input value is correct and 2) it exactly follows the protocol. Among all the nodes up to \( t \) \((t < n/3)\) nodes can be faulty, meaning that they can behave arbitrarily such as take an incorrect value from a malfunctioning sensor or not follow the protocol.

Consensus problem: BFT-ARM achieves consensus on a value \( v \in \mathbb{R} \) satisfying the following conditions:

- **Agreement:** No two correct nodes decide differently.
- **Termination:** Every correct node eventually decide.
- **Validity:** The decided value of correct nodes \( v \) is valid (see definition below).

Inspired by the work of [9], the validity is defined in the following way. Assuming there are actually \( f \) \((f \leq t)\) faulty nodes during runtime (not known by the consensus algorithm). Let \( SG \) be the sorted array of input values of all good nodes (the index starts from 0). Then \( SG[\lceil \frac{n-f}{2} \rceil - 1] \) represents the median value of \( SG \).

**Definition 1.** Validity: a decision \( v \) is valid, if

\[
SG[\lceil \frac{n-f}{2} \rceil - 1 - t] \leq v \leq SG[\lceil \frac{n-f}{2} \rceil - 1 + t] \tag{1}
\]

In other words, a valid value is the one within the range of the middle \((2t + 1)\) correct nodes.

Network: Nodes communicate via messages. The network is asynchronous. That means messages can experience an unbounded delay, get lost, duplicated or corrupted. However, an eventually synchronous connection is required to overcome the FLP impossibility [11]. BFT-ARM does not rely on the synchrony to achieve agreement. So termination needs an eventually synchronous connection.

Digital Signature and Trusted Subsystem: The messages are signed with digital signatures. A message \( m \) signed by a node \( i \) is noted as \( \langle m \rangle_{\alpha_i} \). We also assume that every node possesses a trusted subsystem for message authentication and verification with a monotonic counter. The value of the counter can be used to authenticate some special messages, and increases by 1 after that. The partner who receives one of these messages can also verify that this message has the valid counter value without any gaps to the previous ones. Examples of such subsystem applied in Byzantine fault tolerant systems can be found in [12, 13]. We assume that faulty nodes cannot break the digital signature mechanism nor the trusted subsystem.

IV. BFT-ARM Design

A. Normal case operation

The normal case protocol is illustrated in Figure 1. It can be divided into 6 steps:

1) The leader \( p_0 \) periodically activates a consensus request with a broadcast \( \langle \text{START}, \text{seq}, p_0 \rangle \). \text{seq} is a sequence number generated by the trusted counter.

2) Upon received \text{START} message, each node \( p_j \) firstly verifies the sequence number. If it is a valid sequence number, it broadcasts (including to itself) with its input value in \( \langle \text{INIT}, \text{seq}, p_j, x_j \rangle \).

3) Upon the leader received \((n-t)\) values (including itself), it sorts the received values and picks the median value \( v_\text{med} \). Then it proposes \( v_\text{med} \) to the \((n-t)\) original signed \text{INIT} messages attached as a certificate \text{cm}\(n\). Namely: \( \langle \text{PROPOSE}, \text{seq}, p_j, v_\text{med}, \text{cm}\(n\) \rangle \).

4) Upon a node \( p_j \) received the \text{PROPOSE} message, it verifies that \( v_\text{med} \) is really the median of all the values in \text{cm}\(n\). If so, it broadcasts \( \langle \text{SUPPORT}, \text{seq}, p_j, v_\text{med}\rangle \).

5) Upon a node \( p_j \) received \((n + t + 1)/2\) \text{SUPPORT} for the same \( v_\text{med} \), it broadcasts \( \langle \text{DECIDE}, \text{seq}, p_j, v_\text{med}\rangle \).

6) Upon a node \( p_j \) received \((n + t + 1)/2\) \text{DECIDE} for the same \( v_\text{med} \), it decides \( v_\text{med} \).

From step 3 on, BFT-ARM is similar to the PBFT protocol [6]. So if the leader proposes the correct \( v_\text{med} \) matching the certificate, all correct nodes will decide \( v_\text{med} \).

Now we prove \( v_\text{med} \) is valid according to Definition 1.

**Theorem 1.** Let \( S\text{A} \) be the sorted array of the input values of any \((n-t)\) nodes. The median of \( S\text{A} \) is denoted as \( v = \text{S\text{A}}[\lceil \frac{n-t}{2} \rceil - 1] \). Then \( v \) is valid.

**Proof.** According to the definition of median, there are at least \(( \lceil \frac{n-t}{2} \rceil - 1)\) nodes whose value is no greater than \( v \). Among them there are at least \(( \lceil \frac{n-t}{2} \rceil - 1 - f)\) good nodes.
And because \( f < t < n/3 \), we have \( \frac{t - f}{n - 1} > 0 \). So \( v = SG\left[\frac{t - f}{n - 1}\right] > 0 \). Similarly, we can prove that \( v \leq SG\left[\frac{t - f}{n - 1} + 1\right] \). Because of the Definition 1, \( v \) is valid.

Thus the validity of the proposal can be confirmed by comparing with the certificate of \((n - t)\) values in step 4.

We use the trusted counter to generate a sequence number for every \( \text{START} \) message from the leader. The sequence number is monotonically increasing by one every time, so there is exactly one sequence number assigned to every consensus period. In this way, faulty nodes cannot provide an outdated value (replay attack). If a node detects that the sequence number does not belong to this period, it will discard the message. A synchronized clock is not required here, but the interval of the period is known to everyone. From the first time a node receives the sequence number from the leader, it can determine the correspondence between the sequence number and period.

B. Suspect leader protocol

When the leader is faulty or disconnected from the group, leading to a fail of consensus within a predefined timeout, the other nodes will initiate a suspect leader protocol, basically similar to the PBFT view change protocol (without considering about the history). When a node \( p_i \) suspects the leader \( p_{\text{cur}} \), it broadcasts a \((\text{SUSPECT}, p_j, p_{\text{cur}}, p_{\text{new}})_{\sigma_j}\), where \( p_{\text{new}} \) is the next leader according to a deterministic rule, e.g., based on the position information of the platoon to choose the one behind the current leader until the end and then change the direction forwards.

When \( p_{\text{new}} \) receives \((((n + t + 1)/2) - 1) \) messages suspecting current leader, it takes over the leader role and broadcasts \((\text{NEWLEADER}, p_{\text{new}}, v_{\text{old}})_{\sigma_{\text{new}}} \) with its own sequence number, and operates as in the normal case.

V. Evaluation

To evaluate BFT-ARM in platooning environments, we intend to use an extended version of the ArteryLTE\(^3\) simulation framework, which is detailed in [14].

A. Simulation Framework

ArteryLTE is based on the renowned open-source Vehicles in Network Simulation (Veins) framework [15]. The Veins\(^4\) project\(^5\) combines the dedicated network simulator OMNeT++ with the microscopic traffic simulator Simulation of Urban Mobility (SUMO). In addition, Veins also provides an implementation of the US Wireless Access in Vehicular Environments (WA VE) Dedicated Short Range Communication (DSRC) stack based on IEEE 802.11p.

ArteryLTE integrates several extensions to Veins:

- First, a modular middleware for Veins called Artery\(^6\) is used to implement heterogeneous vehicle capabilities. Multiple applications (so-called Artery services) can be implemented and dynamically configured for vehicles per market penetration rates. Furthermore via Vanetza\(^7\), the European equivalent to the WA VE stack, the European Telecommunications Standards Institute (ETSI) Intelligent Transport System (ITS) G5 protocol stack, is brought in and used to disseminate Cooperative Awareness (CA) messages [17].

- Second, ArteryLTE integrates Long Term Evolution (LTE) support for vehicles as introduced to Veins by the VeinsLTE [18] project, thus enabling heterogeneous communication technologies on the network nodes. VeinsLTE’s decision maker is replaced by an option in Artery’s middleware that allows Artery services to choose between either the ITS G5 or the LTE stack for communication.

- Third, ArteryLTE includes support for backend-based applications. A backend is represented by a static network node in the network which is connected to the eNodeBs of the LTE network.

The overall architecture of the ArteryLTE simulation framework is depicted in Figure 2. In the presented cell of the eNodeB two vehicles are shown, both equipped with an LTE and an ITS G5 stack. Different Artery services (A,B and C) are deployed on the vehicles respectively. Data transmitted via LTE by the vehicles is forwarded using a Transfer Control Protocol (TCP) connection between the eNodeB and the backend.

Furthermore, local perception sensors for advanced ADASs are the latest addition to ArteryLTE [14].

---

\(^3\)https://github.com/ibr-cm/artery-lte

\(^4\)http://veins.car2x.org/

\(^5\)https://github.com/riebl/vanetza

\(^6\)https://github.com/riebl/artery
B. Extension of the Framework

We are bringing yet another extension into the ArteryLTE framework: The Plexe extension [19] to Veins enables the simulation of vehicle platoons with corresponding control algorithms, such as for cruise control, and the implementation of cooperative driving applications. We are in the process of porting the changes made by Plexe to Veins to ArteryLTE’s codebase so that ArteryLTE is able to interact with Plexe’s SUMO version via the Traffic Command Interface (TraCI) protocol. We will use the platooning examples and the included control algorithms of Plexe as the basic scenario for our application. Vehicles of the platoon will—in a first step—be equipped with IEEE 802.11p for local communication to run the presented consensus protocol.

VI. CONCLUSION AND FUTURE WORK

As soon as the basic setup of BFT-ARM is implemented, in a first step we evaluate the characteristics of the consensus protocol among vehicles via IVC. We then intend to use the whole potential of our communication environment to improve the consensus process as well as to introduce further features. For example, to take advantage of the available heterogeneous networks, we envisage the ability to fall back to cellular communication in cases where local communication of a group is disrupted. Furthermore, in the case of ADASs that are tightly coupled to an Original Equipment Manufacturer (OEM) backend, running an agreement might be assisted by this backend as, e.g., the backend may initiate a consensus, or a leader change based on data available to the backend such as network metrics or local traffic data [14].
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Abstract—Future vehicles will most-likely have multiple communication technologies and modes available. After classifying V2X applications in five distinct classes, a context-aware selection of the communication mode is advocated. A suitable architecture is outlined. First simulation results for the example of a DENM-based application indicate that a context-aware selection outperforms a static assignment.
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I. INTRODUCTION

Vehicle-to-vehicle and vehicle-to-infrastructure communication, often summarized as vehicle-to-X (V2X) communication, has been an active research topic for more than a decade. Respective standards have been defined, e.g. in Europe with the ITS-G5 or the US with the WAVE/IEEE 1609 standards. However, until now no OEM has introduced V2X-communication based on these WLAN-like technologies on a larger scale. On the other hand, cellular communication technologies – for voice and data communication – are standard in medium and high end vehicles. Cellular data communication is used to connect to a (OEM-specific) backend system, e.g. in order to perform infotainment functionalities such as online search or to obtain online traffic information.

More recently, the standardization bodies for cellular communications have added variants of direct communication, e.g. the so-called proximity services allow Device-to-Device (D2D) communication as part of the LTE standards. While these extensions where not initially developed for vehicular applications, it is now considered in a recent 3GPP study [1]. Furthermore, the automotive industry is considered an important application sector for the future 5G cellular standards [2], which will most-likely also support a direct communication. The motivation to include direct communication in cellular standards for vehicular use-cases is two-fold: Some vehicular use-case require high message rates (in the order of 10 Hz or more) and low delays which are hard to achieve by indirect cellular communication and would most-likely require a high level of spacial reuse, i.e. high cost of deployment. Additionally, from the mobile operator point of view, direct communication can reduce the traffic (and resulting costs) in the core network, a fact that is also exploited by offloading [3] in other domains.

Therefore, it can be assumed that future connected vehicles will have multiple communication modes available: cellular/indirect communication and direct communication, the latter either provided by the well-known IEEE 802.11p or as part of the cellular standard itself. Depending on the coverage situation of the vehicle, four different situations can be distinguished, as illustrated in Fig. 1. This implies that depending on the local situation of a vehicle, the communication mode must be selected depending on criteria such as QoS requirements of an application (i.e. latency requirements, dissemination area, etc.), status of each communication mode (availability, current load, signal strength, etc.), number of other vehicles in range, and many more.

This context-aware selection of the suitable communication mode is particularly important during the phase of market introduction of the direct communication technology: During the first years of market introduction of the direct communication technology in most situations there will be no communication partner in range for direct communication. However, since cellular communication can rely on an existing, already deployed infrastructure, a vehicle aware of this situation can switch to cellular communication. In contrast, when a high market penetration has been achieved, vehicles should detect situations with highly loaded cellular networks and/or multiple vehicle with direct communication capabilities within range, in order to reduce the load in the core network of the cellular system and to avoid overload conditions.

The process of selecting the appropriate communication mode is non-trivial and – in order to avoid redundant, potentially inconsistent, implementation – from our point of view...
view should be implemented in an intermediate communication layer, transparently handling the selection process from the application. The paper first presents a classification of vehicular networking applications along with their requirements. Four diverse use-cases, representative of each class and the applicability of the various wireless technologies, are discussed further. Based on these observations, a novel Hybrid Overlay Protocol (HOP) layer is proposed, which uses context-indicators in order to select the optimal communication mode. The paper concludes with preliminary simulation results for a specific context indicator, the number of vehicles in direct communication range, which illustrate the benefits of the proposed concept.

A. Related Work
In general, the challenge of selecting the appropriate communication mode in cellular networks supporting direct/D2D communication has been considered in several publications, an overview is given in [4]. Criteria such as the distance or the link quality to a direct communication partner are considered. However, these criteria are difficult to apply in C2X communication due to the rapidly changing positions and link qualities. For hybrid vehicular networks, Zheng et. al. in [5] introduce a Hybrid Link Layer (HLL) for load and resource sharing between cellular networks and IEEE 802.11p. In contrast, the focus of our work is not load sharing but selecting the optimal mode and technology on a per-packet basis according to the requirements/class of the generating application.

II. VEHICULAR NETWORKING APPLICATIONS – REQUIREMENTS AND CHALLENGES
V2X applications are usually classified into safety and non-safety based categories. Within this article, a more specific classification of applications into five classes is put forward based on specific requirements on the wireless technologies:

Cooperative Sensing (Safety) applications use V2X communication for situation awareness, e.g. to reduce risks of accidents while driving. Vehicles in a local area communicate periodically in order to inform each other about their position, speed, acceleration and path, for example via periodic Cooperative Awareness Messages (CAM). The challenge here is finding low-latency, reliable, and efficient methods for disseminating safety-relevant data among neighbouring vehicles.

Cooperative Sensing (Information/Non-Safety) applications use communication to extend the horizon of perception for driver information systems. While conventional on-board sensors of a vehicle (e.g. camera, radar or lidar) depend on a line-of-sight situation and are limited to a range of approx. 50-200 meters, V2X communication can overcome these limits. The delay and reliability requirements are not as stringent as for safety applications, but the range in which the vehicle needs to be aware of relevant information is large, i.e. in general it exceeds 5 km.

Cooperative Maneuvering applications apply C2X communication for driving automation functions in the levels 3 to 5 as defined in SAE J3016. In order to realize cooperative maneuvers, vehicles use bidirectional communication, e.g. in order to exchange information on planned trajectories and agree on trajectory changes. Low latency (≤ 10ms, [2]), reliable bi-directional communication is a key requirement for this application class.

In-Vehicle Internet Access applications extend the Internet into the vehicle by offering Internet-based applications for the driver and passengers. The acceptable delay as well as the required data rate are similar to those of typical smartphone use-cases.

Mobility Monitoring and Configuration applications involve communicating with a (usually parked) vehicle remotely in order to obtain information on its status. The user interacts with the vehicle via smartphone or using an Internet website.

A. Applicability of Wireless Technologies
The use-case classes in Sec. II differ to a large extent in their requirements and applicable technologies (Tab. 1). For safety applications, the stringent low delay requirements cannot always be fulfilled by current cellular technologies. 5G technologies might include a low-latency direct communication mode, e.g. as evaluated in the METIS project. Cooperative Sensing (Non-safety) applications involve a larger area of dissemination and interaction with fewer vehicles which can often be satisfied by cellular communications and by direct communication – if a suitable data dissemination scheme is applied [6].

III. HYBRID OVERLAY PROTOCOL (HOP)
As motivated in Sec. I, the proposed solution to match the widely varying requirements of the application classes of Sec. II to the capabilities of the wireless communication technologies and modes in a specific context is to introduce an intermediate HOP layer, as illustrated in Fig. 2. This basic idea has already been introduced in a previous article [7], whereas the focus in this article is on the context-aware communication mode selection. Therefore, we will summarize the main aspects relevant for the presented results.

A. Basic Concept
Future V2X communication systems will support communication in at least two modes: a direct/ad-hoc mode and an indirect/cellular mode. Considering the highly dynamic vehicular environment with rapidly changing transmission conditions, the HOP layer adaptively decides the optimal communication mode on a per-packet basis. The selection of the communication mode involves the calculation of values characterizing the current context of the vehicle, termed Context Indicators (CIs) in the following. CIs can be based on vehicle sensors, e.g. vehicle speed, or on (meta-)information received from the

1Technologies that cannot completely fulfill all requirements are enclosed in parentheses. For 5G, a suitable direct communication mode is assumed.
lower communication layers, e.g. average data rate, channel busy time ratio, etc. In addition to the data payload, the applications also specify their requirements in form of requirement indicators (RIs) such as the maximum latency, range of dissemination, etc. The communication mode is then selected by matching the calculated CI’s with the target RI’s.

1) Context-Aware Communication Mode Selection: For initial simulations, three CIs are considered:

Channel Quality Indicator (CQI) of the LTE downlink.

Cellular mode is used only when the CQI value measured is above a threshold value $C_{CQI}$. Queue length of LTE in uplink. If it exceeds $C_{LTEQueue}$, the cellular network is assumed to be highly loaded.

1- & 2-hop Neighbour Count of vehicles capable of direct communication seen in the last $T_{neigh}$ seconds. If the number of vehicles in 2-hop range exceeds $C_{2hop}$, it is assumed that information can be disseminated in a large area via direct mode.

2) Mode Selection: is performed based on these three CQIs in the following way: In case of poor conditions for cellular networks are indicated ($CQI \leq C_{CQI}$ or queue length $\geq \ C_{LTEQueue}$), direct mode is selected. In case of good cellular conditions, cellular mode is selected if less than $C_{2hop}$ neighbours are in two-hop range, or if the cellular network has not been used for a period of $T_{cell}$. In all other cases, direct mode is selected. The rationale for the latter is to guarantee a minimum rate of messages on the cellular network, to reduce the delay for wide-area dissemination of messages (assuming the RI indicates a large dissemination range). The CQI and neighbour count values are periodically updated at a configurable frequency independent of the mode selection, queue length CI is updated via signal from MAC to HOP layer.

B. Simulation

For simulative evaluation, the proposed architecture is implemented in the discrete event simulator OMNeT++ 5.0b3. The network simulation is based on the INET-framework in version 3.2.1, SimuLTE [8] for simulating the LTE user plane and veins/veinslte [9]. As a first step, an example application of the Cooperative Sensing (Information/Non-Safety) class is investigated which sends Decentralized Environmental Notification Messages (DENMs). Received DENMs are forwarded using Contention-Based Forwarding (CBF) and repeated for a duration of 5 mins. Performance criteria is the number of DENMs with unique actionIDs received on time to react. A message is received on-time if its delay is less than the time needed by a fast vehicle (180 km/h) to get to the position where it was sent, i.e. a driver has sufficient time to react.

Due to the limited space, we present only a single 2x2 highway scenario with a traffic density of 8.33 veh/lane/km where 5% of the vehicles use C2X communication. Vehicles generate DENMs with new ActionIDs with normally-distributed inter-event times with a mean of 30 s and a standard deviation of 10s. A single LTE cell using 100 RBs in a ITU-T rural macro-cell scenario is used for cellular communication, for direct communication IEEE 802.11p (with veins default parameter values) is used. Context-aware communication mode selection is based on the CIs described in Sec. III-A1 with parameters $C_{CQI} = 0$, $C_{LTEQueue} = 20kB$ and $C_{2hop} = 10$.

Fig. 3 compares the proposed CI-based scheme with IEEE 802.11p only, LTE-A only. In order to obtain an upper-bound for the performance, we also show the result if all messages are always sent on both media and the one, which is received earliest, is counted. It can be observed that for lower distances, direct communication outperforms cellular communication. For larger distances, LTE outperforms direct communication, as it can be expected in this kind of scenario. The adaptive scheme outperforms both single technologies. However, for medium distances, redundant transmission on both media is outperforming the adaptive scheme – indicating that the adaptive selection is non-optimal in some cases.

C. Conclusions

Following a classification of V2X use-cases in five distinct categories, in this article, a hybrid overlay architecture has been advocated which performs a context-aware selection of communication modes in case multiple modes are available. Initial simulation results for a mode selection scheme based on CQI, cellular queue length and number of neighbors illustrate that an adaptive selection can outperform a static selection. A systematic investigation of CIs and their performance is therefore the next step.
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Fig. 2. Architecture of Hybrid Overlay Protocol (HOP) Layer and its proposed integration in the communication stack. Solid lines indicate the flow of the data packets, contoured lines indicate the flow of status/meta-information.

Fig. 3. Comparison of number of DENMs (uniq. action-ID) received on time.


Abstract—Developing non-safety applications, such as Web surfing and social network, for inter-vehicle networks requires a reliable and stable connectivity among vehicles. One challenge to reach such a reliable and stable connectivity is the road in a large city environment, as it appears in a three dimensional topology (i.e., a road with overpasses). These situations lead potentially to restricted connectivity since with respect to propagation vehicles are driven on different road levels, which can well form obstacles such that the connectivity among vehicles is disturbed. This paper addresses specifically the three dimensional topology of roads in terms of a level environment model and investigates the impact of various height of overpass between two communicating vehicles.

Index Terms—Road topology, Inter-vehicle connectivity, Three-dimensional forwarding

I. INTRODUCTION

The inter-vehicle connectivity for non-safety applications, such as Web surfing and social network can be performed during transportation [1]. Therefore, reliable and stable inter-vehicle connectivity is required. The term inter-vehicle connectivity refers to a process of basic communication between two vehicles such as exchanging mutual message and locating position coordinates [2].

As in large city environment, there are several major factors that influence reliable and stable connectivity. The first factor is propagation [3]. During transmission and reception phase, a signal propagates over the environment components (e.g., buildings, trees, and other vehicles) [4], [5], and the attenuation occurs. The second factor is the mobility of vehicles which leads to frequent network topology changes [2]. Last but not least, three-dimensional topology of road, as shown in Figure 1, affects the signal reception [6]. Looking to the aspect of road level topology, (i.e., an overpass), the signal reception is often weak due to distraction such as reflection, attenuation, and scattering by overpass’ shapes [7]. This poor signal reception can cause disconnection of transmission and followed by probability of reconnects and reestablishment of a new connection.

Several proposed approaches do not consider the road level topology. Thus, the major issue that is still being investigated is the decreasing of signal reception when vehicles move in the different road level. In order to analyze the impact of various height of road topology level to inter-vehicle connectivity, this situation leads to the following research questions:

1) How is the impact of overpass to network performance?
2) Will the height of road level influence the inter-vehicle connectivity?

This paper is organized as following: Section II provides related work with respect to the technology, propagation model, and forwarding method. Section III discusses road level forwarding model in details. Section IV provides simulation parameters and evaluation of the addressed road level forwarding model with various road levels. Finally, summary and future work are provided.

II. RELATED WORK

The term mobile node represents a vehicle and it is assumed to be equipped with a navigation system as Global Positioning System (GPS) and wireless communication (Wi-Fi/IEEE 802.11), therefore, the term mobile node and vehicle can be used alternately. In inter-vehicle network, Wi-Fi/IEEE 802.11 as a short range radio technology is possible to be used to establish a communication between vehicles [9]. A Wi-Fi ad-hoc mode can support inter-vehicular networking through the ad-hoc broadcast [10]. This communication technology has been enhanced for non-safety application with required modification since it has to support communication between vehicles moving at high speeds [9]. In consideration of two-dimensional area which refers to an euclidean area, therefore, it leads to inaccuracy of three-dimensional modeling [8], [13].

Normally, roads in a large city environment can have contour characteristic. This means that some roads can have various levels topology. This overpass topology leads to two key issues (i.e., propagation model and forwarding scheme are discussed as following:

A. Propagation model in large city environment

The characteristic of propagation channel may vary depending on the environment. Propagation characteristic influences both signal transmission and reception [17]. A con-
sideration of propagation model that is influenced by the existence of obstacles is proposed as an approach to obtain an optimum transmission [17]. In case of buildings, composed of a concrete block, signal transmission will be attenuated or even restricted [7], [18]. In case of overpasses, it is assumed that the overpass is not made from material with good conductivity, thus, signal attenuates or restricted along the overpass [8].

By definition, signal transmission that enter the overpass is assumed as signal loss since it will fade, depending on overpass length (e.g., GPS signal for navigation systems and Wi-Fi signals degradation) [7]. The longer the overpass, the signal loss probability rises and the signal reception is decreased. There is a trade-off whether to disconnect the transmission and search for a new connection or to maintain the current and distracted connection. For instance, when a vehicle moves below overpass with high speed, but suddenly decreasing the speed due to traffic condition, the distracted connection expands or the vehicle becomes temporary unreachable [14].

It is important to define the particular environment as a preliminary set up. In a free space environment, (i.e. the environment where the electromagnetic wave transmits without any obstructions) the propagation channel is considered as line-of-sight transmission model. This model is only in theoretical case and used as a reference to other models. In case of road hierarchy topology, the propagation channel is modeled as a propagation loss model with overpass as an obstacle [8]. This model takes into account of height of road and it is assumed one electromagnetic wave ray will be received directly, while another ray will reflect on the ground and other objects which is known as nakagami propagation model [17], [24].

B. Forwarding Method

Generally, routing protocols play an important role to ensure all packets are transmitted from sender node to destination node. The main core of routing protocols is a forwarding decision mechanism. This forwarding mechanism decides the best method to transmit the information from sender node (S) to the next receiver node (R) and finally to the destination node (D). During the decision process, S has to select the proper R of all intermediate nodes (I). Intermediate nodes are mobile nodes which has a possibility as a next hop node.

In order to select most appropriate I, complete information of all neighboring nodes is collected to provide a valid forwarding decision. Methods of forwarding decision vary with respect to vehicle’s complete information, such as planar position information (i.e. distance between vehicles) [12], [19], transmission power information (i.e. signal power), mobility information (i.e. velocity) [13], and non-planar position information (i.e. angle) [25].

Most of all forwarding method experiments are applied in two-dimensional area. Thus, several challenges are considered in applying forwarding method in three-dimensional area. These challenges are: (1) The distance of the corresponding vehicles on upper road level and lower road level, can form further transmission range, (2) The various speed of the vehicles can form a frequent topology changing, which can effect transmission disconnection. (3) The direction factor becomes more complex when it is applied in three-dimensional environment than in two-dimensional environment. Based on greedy forwarding method [20], Link State Aware Hierarchical Road (LSHR), takes into account of vehicles which are located on the same road level to forward the packet and avoid the vehicle which are located in different road level [22]. However, the overpass is not considered as obstacle in this work.

III. ROAD LEVEL FORWARDING MODEL

This work deploys the angle-based propagation scheme to greedy forwarding concept. The idea of deploying the angle-based propagation is to realistically restrict the area of forwarding. Angle-based restricted scheme filters out intermediate node candidates due to the width of road and the height of road. In one hand the horizontal relative angle concept is implemented when vehicles are in the planar area, on the other hand, the vertical relative angle is implemented in the non-planar area. When the area restriction is set, thus, the greedy forwarding concept is implemented.

The scenario as illustrated in Figure 2, black dots represent vehicles which are located on both upper road level and lower road level. In three-dimensional environment, it is necessary to considers z-coordinate as an important parameter to locate a position accurately [21]. Thus, the location of a vehicle can be represented as coordinates (x, y, z).

Distance: It is influenced by speed and direction factors. Distance factor leads to maximum, optimum, and minimum transmission modes. It is based on distance between current and intermediate nodes allowing to define the transmission range mode as follows. Given a current mobile node b_i has geographical coordinates of x_i, y_i and z_i. The potential neighbor node n_j with coordinates of x_j, y_j and z_j. Thus, the Euclidean distance between the two is given in Equation 1:

$$d = \sqrt{(x_j - x_i)^2 + (y_j - y_i)^2 + (z_j - z_i)^2}$$  
(Eqn. 1)

The closer the distance, the better the connectivity. In addition, the distance between vehicles is correlated with speed. Thus, the speed given a velocity vector of a current node b_i is given in Equation 2:

$$v = \sqrt{v_x^2 + v_y^2}$$  
(Eqn. 2)

Relative Angle: It is also necessary to consider various height and width of the road due to signal transmission and reception. A current node and intermediate node on a different road level (i.e. vehicles on upper road layer and lower road layer) can create an angle between them as illustrated in Figure 2. Angles in degrees are measured in two ways: First, it is measured between the positive x-axis and positive y-axis, which results in $\theta_1$ while the second angle $\theta_2$ is measured
between positive $z$-axis and the vehicle located on lower layer road. This $\theta_z$ angle influences transmission range between vehicles on upper and lower road level. In order to simplify and clearly describe two communicating vehicles, $S$ - a vehicle moving on upper road level - forms an angle $\theta_1$ with respect to $R$ - a vehicle moving on lower road layer.

$$\theta_1 = \arctan \left( \frac{R^2 \cdot S^2}{x_R^2 + y_R^2} \right)$$  \hspace{1cm} (Eqn. 3)

$$\theta_2 = \arctan \left( \frac{R^2 \cdot S^2}{x_S^2 + y_S^2} \right)$$  \hspace{1cm} (Eqn. 4)

To generalize the complexity of road level topology, it is important to analyze various road levels means that different heights of roads form different angles can be calculated by Equations (3) and (4), where $h_1 = z_{S1} - z_R$ and $h_2 = z_{S2} - z_R$. (cf. Figure 2). It can be assumed that the higher the upper road, the smaller angle measured as following the right-angled triangle formula. In this work, a modified propagation loss model is used with an addition of obstacle aware propagation. The obstacle aware propagation will block the signal within the specific range as briefly described in section II.A.

First assumption that has to be made is the vehicle distribution. Vehicles are located both on upper and lower road level. Sending process are done by vehicles on upper road level and receiving process are done by vehicles on lower one. By default, this scenario uses the overpass height of 10 m to 20 m. Both road levels have two lanes and in the middle of lower road level, an overpass crosses over the lower road level. The angle is measured from $S$ to $R$. $S$ can be both the origin source or the current sender. The $x$-axis represents the width of road, $y$-axis represents the length of road and $z$-axis represents the height of road. In order to simplify the relative-angle calculation between two nodes (i.e., source and intermediate nodes), the $z$-axis is predefined.

Second assumption is that the angle is measured when $S$ detects an intermediate node, which is located on the lower road level and in line with $S$. The intermediate node can be a final destination or the next forwarded mobile node. Thus, the measured angles between $S$ and $R$ (i.e. $\theta_1$ and $\theta_2$), forms perpendicular intersection of two straight lines.

IV. SIMULATION

The measurement of link performance assumes end-to-end point connection which means that the connection is evaluated from original sender to final destination.

<table>
<thead>
<tr>
<th>TABLE I: PARAMETER SETTINGS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>Transmission Range IEEE 802.11b/g</td>
</tr>
<tr>
<td>Number of Nodes</td>
</tr>
<tr>
<td>Simulation Area</td>
</tr>
<tr>
<td>Upper Road Height</td>
</tr>
<tr>
<td>Average Vehicle Velocity</td>
</tr>
<tr>
<td>Packet Size</td>
</tr>
<tr>
<td>Simulation Time</td>
</tr>
<tr>
<td>Number of Driving Lanes</td>
</tr>
</tbody>
</table>

Table I lists the chosen parameters using NS3 [26] as a simulation tool. The experiment is conducted with the following scenario: The simulation area is set as 500 m x 500 m with the first assumption that the vehicles are moving in a free traffic (i.e. no traffic light and no traffic jam). The second assumption is to ensure that vehicles, which are driving on both road levels, experience out of coverage from one vehicle to another. An initial position of each vehicle is located on both road levels with the average speed of vehicles span from 30 to 70 km/h. In this scenario the routing protocols GPRS is used. This routing protocol is selected since it represents a position-based routing protocol which is not using beacon but relying on position of current node. Thus, GPSR is suitable due to rate of change of the topology.

V. INITIATE EVALUATION

The evaluation results are illustrated in Figures 3-6. The simulation describe the existence of overpass and the various height of road level. These different heights of road level, In the other words, the height of road level creates non-extreme disconnection with due to the occurrence of the out of coverage events.
transmission, thus, both Packet Delivery Ratio (PDR) and End-to-End (E2E) delay have less performance compare to the nakagami propagation. Figure 4, describe the network performance with respect to Figure 3. With the high mobility, high E2E delay also occurs due to obstacle existence. Figure 5 and Figure 6 show network performance of the various height of overpass. In these two cases, overpass is considered as the obstacle with the horizontal position, thus, simply blocking the signal transmission whenever a connection occurs between vehicles which are located in the same x-axis coordinates, which basically means that one vehicle is located right on the top of other vehicle (i.e., on the overpass). Therefore, it is obvious that disconnects occurs. This also shows the higher the road topology level leads to the higher chance of disconnection due to the transmission range.

VI. SUMMARY AND FUTURE WORK

This work discusses the impact of environment to inter-vehicle connectivity by applying obstacle propagation model in order to obtain the realistic three-dimensional environment. The various heights of road topology level have shown the different transmission range which required for a realistic three-dimensional case. The z-axis location coordinate is considered as a additional weight value in order to spot the location on the different altitude, thus, it can not be neglected. The relative angle calculation can be further required in order to locate the precise node position.

For further step, it is important to define the detail of obstacle model, since there is a substantial information due to connection opportunity of obstacle types such as building, trees, and other participant vehicles. In addition, buildings have the various shapes which lead to various propagation models. The further investigation of appropriate channel model will be considered in three-dimensional case.
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Abstract—For some applications, e.g. route planning services, it is desirable to answer a point-to-point shortest path query on a road network with a set of alternative paths. We discuss the general requirements for such sets of paths such as shortness, diversity, etcetera. As a measure to rank reasonable alternatives we propose the local optimality ratio, because it implicitly covers all of these requirements. We present an algorithm that computes the $k$ best alternatives in terms of this measure.

I. INTRODUCTION

In every-day life, car drivers use route planning software, either web-based or as part of a dedicated navigation device, to find the optimal route for a pair of origin and destination locations. The objective function that a user seeks to obtain an optimal path for, may depend on the user as well as the situation. Therefore the creators of route planning software provide the user with a set of objective functions to select from. Typical objective functions are path lengths with respect to an arc weight function such as “travel distance”, “travel time”, or “travel time with the side condition that certain road classes are avoided”. But users are often not satisfied with blindly trusting the automatically computed result and like to be presented with some of the suboptimal alternative paths as well in order to have the freedom to choose from a set of paths.

The problem, which paths should reasonably be presented to a user, is not mathematically well-defined, as opposed to the problem of existence and finding of the optimal path with respect to some given arc weights. First we discuss (non-exhaustively) different answers to this vague question found in literature.

Assuming that the user’s desired arc weight function is given and is non-negative, we address the question of reasonable alternatives to the minimal cost paths without considering different arc weight functions. One well-known selection criterion for alternative paths is “local optimality,” but existing algorithms [1] perform a Boolean test for local optimality on candidate paths, not considering whether one accepted candidate has a higher degree of local optimality than other, including discarded, candidate paths.

Our contribution is to introduce a quantitative measure for paths, the local optimality ratio (LOR), and to present an algorithmic solution to finding the set of $k$ paths with highest LOR for directed graphs with static non-negative arc weights.

The rest of this paper is organized as follows. In Section I-A we give an overview of related work. We discuss use cases of alternative route sets and the associated objectives to search for in Section II. In Section III we explain the notion of local optimality and introduce related quantities. We present our proposed algorithm in Section IV along with an evaluation that indicates that the algorithm is feasible for online queries on urban area sized networks in practice. In Section V we discuss remaining deficiencies of the algorithm and present approaches to alleviate them as well as to extend the algorithm for use in other classes of road networks.

A. Related work

A set of alternative paths can be obtained by optimizing paths with respect to different arc weights, or combinations thereof, or by computing paths that are Pareto-optimal with respect to different arc weights [2], [3]. Instead we focus on alternative paths with respect to a single arc weight function.

The iterative penalty method [4]–[6] as well as the gateway path method [7] produce sets of paths that are short\(^1\) as well as notably different.

The method of “alternative graphs” [8] can be seen as an extension of the iterative penalty method that abolishes some of its deficiencies and efficiently encodes the resultant set of alternative paths in a reduced sub-graph. In [9] is shown how these ideas can be turned into algorithm suitable for interactive use.

The authors of [10] introduce the concept of plateaus as a quantitative measure to rank single via paths, i.e. paths that can be represented as concatenation of two shortest paths. A plateau is maximal path sub-graph, whose nodes as via-nodes induce the same resultant single via path. It is argued, that paths corresponding to long plateaus are preferable, but the explicit selection criterion applied is not specified.

Abraham et al. [1] also focus on single via paths and propose that a sub-optimal path can be considered “admissible” if every subpath up to a certain length is optimal, if the relative stretch of every subpath is bounded by a given constant, and if the sharing with the shortest path is bounded. They propose an algorithm that approximatively tests single via paths for passing these criteria for threshold values that are parameters to the algorithm.

\(^1\)Hereafter, we shall always understand “short” as “optimal with respect to the selected arc weight function.”
II. APPLICATIONS OF ALTERNATIVE PATHS

We will discuss two use cases of alternative paths: giving freedom of choice to users of route planning software and providing a reduced search space for more complex optimization problems. In the bigger part of this paper we will focus on the former application and discuss the latter application only for the sake of additional motivation.

As explained in the introduction, the need for alternative routes arises when presenting point-to-point query results to a user of route planning software. In particular we consider the following requirements to the set of paths being proposed:

- All best paths shall be included.
- The paths shall be pairwise notably different.

A user is likely to be interested in each path that is best with respect to the chosen arc weights.

All paths shall be “somewhat short.”

In the end the user wants a path that is short with respect to the given arc weight function. Note that this is contrary to the request for notably different paths, since in most cases there are several tiny variations of the shortest path that are much shorter than any notably different alternative.

These properties are intentionally formulated loosely and without an exact definition here. Several concrete methods that generate sets of alternative routes found in literature [1], [4]–[10] do, explicitly or implicitly, respect all of these requirements.

Besides enabling a user to make her own choice, alternative paths can be used as reduced search space in a more complex optimization problem. For example, consider the problem of system optimal route assignment. A stochastic optimization scheme like simulated annealing or a genetic algorithm would subsequently evaluate the objective function for different elements in the search space, giving favor to better route assignments. The search space of all origin-destination paths is usually huge and contains many paths that are either likely to be dismissed by the stochastic optimizer anyway, or undesirable by the user, and therefore do not qualify as parts of practically good solutions. Assuming that the objective function’s evaluation is expensive, it would be economic to reduce the search space a priori to a set of reasonable routes. But does a good reduced search space have the same requirements on paths as a good selection to be presented directly to the user? Obviously the requirement of containing all of the shortest paths holds for search spaces, as well as the rather vague requirement that paths should be short. Whether two nearly identical paths should be part of a reduced search space is not that clear, but as we assumed that the objective function is expensive to evaluate, we can argue that if the search space to be explored has to be as small as feasible, more diverse paths would bear a greater potential for optimization.

For now the application as reduced search space is only intended as motivating example and will not be discussed further within this publication.

III. LOCAL OPTIMALITY

Now we introduce a quantitative measure for paths, with the property that sets of paths with highest values of this measure tend to fulfill the requirements stated above. From Abraham et al. [1] we adopt the notion of local optimality: for a given path, let the “interior” of a path be the sub-path that is gained by removing the first and last edge. A path $P$ is $T$-locally optimal, if every sub-path whose interior is shorter than $T$ is a shortest path. We define $\ell_{LO}(P)$ of a path $P$ from $s$ to $t$ (origin and destination node) as the largest number $x$, such that $P$ is $x$-locally optimal. Then we define the local optimality ratio (LOR) $q_{LO}(P) := \ell_{LO}(P)/\ell(P)$ where $\ell(P)$ denotes the length of $P$. A shortest path has $q_{LO}(P) = \infty$ and all other paths have a local optimality ratio in $[0,1)$, where higher values correspond to more locally-optimal paths. A path with high LOR consists of long shortest sub-paths that are telescoped with long consecutive overlaps. We claim that paths with high LOR are likely to be relevant to a user, because one can show that

- Shortest paths always have the highest LOR.
- A significant overlap with a high-LOR path leads to a small LOR.

Whether all paths with high LOR are decently short, depends on the prioritization of “short” and “divers”. In our experiments we never found stretch factors beyond $2$ for paths that were computed, but it is easy to construct malicious examples where an arbitrarily long path is the second-best in terms of LOR. To eliminate this problem one could either introduce a tight bound the total stretch of paths or change the normalization to $q_{LO}(P) = \ell_{LO}(P)/\ell(P)^s$ with some $s > 1$ giving favor to shorter paths. Though not evaluated, the latter approach could turn out to be a good tool to balance path length versus path diversity.

IV. PROPOSED ALGORITHM

We will now roughly sketch the developed algorithm. Given a weighted digraph $G$, a source $s$ and a destination $t$, we grow one shortest path tree (SPT) from $s$ and a reversed one from $t$. The connected components of the intersection of both trees are the plateaus. To each plateau corresponds one single via path. The plateau length yields a lower bound on the LOR [1]: $q_{LO} \geq d(u,v)/\ell(P)$. Upper bounds for all plateaus can be computed in linear time by traversing each shortest path tree once.

When searching for $k$-highest LOR paths, we must employ additional shortest path searches to refine the bounds of all candidate paths. We do not need to compute exact values of

---

3We assume that a solution to the system optimal route assignment problem is practically good, if the routes are fair enough, that human car drivers are likely to comply.

4The interior of a path consisting of less than tree arcs has length zero.
\( \ell_{LO} \); we grow just enough SPTs to separate the \( k \) best paths from the rest, i.e., until the \( (k - 1) \)th highest lower bound is higher than the \( k \)th highest upper bound. Deducing lower and upper bounds on \( \ell_{LO}(P) \) from a list of forward SPTs rooted at nodes in \( P \) is simple. Let \( u \) be the first (last) node of the plateau. Let \( R \) be the list of nodes between \( s \) and \( u \) that are roots of known SPTs, including \( u \) as last element, sorted by their occurrence in \( P \), and let’s assume that \( P \) is not a shortest path, because otherwise \( \ell_{LO}(P) = \infty \) anyway. Let \( \hat{P}_v \) be the longest sub-path of \( P \) starting at \( x \) that is a shortest path. Then \( \ell_{LO}(P) \leq \min_{x \in R} \ell(\hat{P}_x) \).

Let \( g_P(x, y) := \begin{cases} \min(\ell(\hat{P}_x), \ell(\hat{P}_y)) & \text{if } (x, y) \in P \\ \ell(\hat{P}_x \cap \hat{P}_y) & \text{else} \end{cases} \) where \( (x, y) \in P \) means that \( (x, y) \) is one arc of \( P \). Then \( \ell_{LO}(P) \geq \min_{(x, y) \in R} g_P(x, y) \), where \( (x, y) \in R \) means the set of pairs \( (x, y) \) that lie consecutively in \( R \). Therefore, each additional SPT has the potential to refine the bounds on \( \ell_{LO}(P) \) for one or more candidate paths. One can use properties of the SPTs known at a time to predict which nodes are irrelevant as SPT roots to further refine bounds on LOR, and we use heuristics to predict which nodes are most promising to grow a SPT from, in order to separate the \( k \) best paths from the rest. To restrict grown SPTs in size, we use a tight bound of 1.5 on the path’s stretch factor during evaluation. Details about heuristics will be given in a follow-up publication. Though our algorithm still requires \( O(N) \) SPTs in the worst case, our evaluation on OpenStreetMap data of the metropolitan area of Berlin shows, that we typically require less than 20\( k \) partial SPTs, scanning approximately \( k \cdot \{v \mid d_{sv} + d_{vt} < 1.5d_{st}\} \) nodes, where \( d \) denotes the shortest path distance.

Abraham et al. [1] argued that the computation of local optimality length requires quadratically many shortest path queries. Their objective is to test only whether \( \ell_{LO}(P) \) is above some threshold value and they favored a cheap 2-approximation that may disallow paths with \( T \lesssim \ell_{LO}(P) < 2T \) false negatively.

A. Evaluation

For evaluation we used OpenStreetMap data of the area of Berlin. On the largest strongly connected component of the graph we computed arc weights as the geometrical length of an arc divided by the speed limit. That is, we computed an approximation of the free flow travel time but without taking into account delays caused by traffic lights. For \( k \in \{2, 3, 4, 5, 6, 8, 10, 12, 16, 20, 24\} \) we chose pairs \( (s, t) \) uniform at random, neglecting pairs of nodes whose distance is less than 5 minutes, because intuitively if origin and destination are too close together the number of reasonable alternatives becomes small. For 100 \( (s, t) \) pairs, and for each value of \( k \) we computed the \( k \)-highest LOR single via paths and recorded the number of SPTs needed and the number of nodes scanned during all SPT growths. Afterwards, we computed exact values of LOR for each path that was returned.

In our implementation (C++11, GCC 5.3.0), each query for \( k \) alternative paths took less than 50ms on a single core of a Intel(R) Core(TM) i5-4210U CPU, which can be considered fast enough for online queries in route planning software. We varied the hard limit on paths’ stretch and found that even for values greater than 1.5, paths with stretch > 1.5 where rarely returned. Even without any stretch bound, paths with stretch > 2 where never returned.

In Fig. 1 we show that the average number of SPTs that where grown to compute the \( k \)-highest LOR paths. The figure also shows the average ratio of number of nodes scanned in all consecutive SPT searches and the number of nodes whose via-path-length is less than 1.5 times the source-destination-distance. The latter shows that indeed the average number of nodes needed to scan to find \( k \)-highest LOR paths is only about a factor \( k \) as large as the number of nodes scanned to find the shortest path. Together with the large number of SPTs grown, typically more than 10\( k \); this means that the SPTs grown are on average much smaller than the initial two SPTs. In Fig. 2 we show the average stretch of alternative paths depending on their LOR rank. The stretch satures quickly for ranks greater than 2 at a value of about 1.2 but with a huge standard deviation. In Fig. 3 we show the paths’ average LOR depending on the rank.

V. CONCLUSION AND OUTLOOK

We have extended the concept of locally-optimal paths by introducing the quantitative measure of LOR and argued, why paths with a high LOR are good candidates for alternative routes in road networks. We proposed an algorithm that computes \( k \) best single via paths in terms of LOR in graphs with static non-negative arc weights. Despite its super-quadratic worst case run-time we have demonstrated in our evaluation that it is still feasible for alternative paths online queries in urban area sized road networks.

The proposed algorithm relies on single via paths that are constructed using bidirectional SPTs. Therefore non-single-
via paths will never be found by the algorithm. One can show that a non-single-via path’s LOR cannot exceed a certain constant value, but the number of single via paths is finite, since it is bounded by the number of nodes. Since the LOR of single via paths can be arbitrarily small (typically many single via paths have $LOR(P) = 0$), it follows that there are non-single-via paths with a higher LOR than the $n$th best single via path, for some finite $n$. One has grow additional SPTs in order to construct 2-via paths at all, and even more trees in order to classify them in terms of LOR.

But generalizing the above algorithm to an unconstrained search space is not the only motivation for stacking forward shortest path searches just as in the static case of non-single-via paths.

Another topic that we are very interested in is the empirical evaluation of users’ preferences for alternative paths, because as far as we know, the question of which properties qualify a path as a relevant alternative for a typical driver is only answered in terms of reasoning and speculation, just as we did it here. Obviously this is far out of scope for computer scientists, but project partners from the Department of Psychology are willing to design and perform experiments to answer these questions.
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4A non-single-via path shall be a path that cannot be represented as concatenation of two shortest paths.